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Notes, cautions, and warnings
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Introduction

Wyse Management Suite is the next generation management solution and enables you to configure, monitor, manage, and optimize your
Dell Wyse thin clients. This helps you to deploy and manage thin clients on a high availability set-up with improved performance.

It offers advanced feature options such as cloud versus on-premises deployment, manage-from-anywhere by using a mobile application,
and enhanced security such as BIOS configuration and port lockdown. Other features include device discovery and registration, asset and
inventory management, configuration management, operating system and applications deployment, real-time commands, monitoring,
alerts, reports, and troubleshooting of endpoints.

Wyse Management Suite version supports high availability and significantly minimizes the system downtime. The solution also protects the
system from unplanned downtime and helps you to achieve the required availability to meet the business goals.

This guide describes the solution architecture and explains how to set up, configure, and maintain high availability clusters at the
application and database level.

High availability overview

About this task

The high availability solution for Wyse Management Suite version includes the following sections:

Steps

1. Review the high availability requirements—see System requirements to set up high availability.

2. Deploy high availability on Microsoft Windows Server 2012 R2/2016/2019—see Deploy high availability on Windows Server 2012
R2/2016/2019.

3. Deploy high availability on MySQL InnoDB servers—see Deploy high availability on MySQL InnoDB.

4. Deploy high availability on MongoDB—see Deploy high availability on MongoDB .

5. Configure high availability proxy (for Teradici devices)—see Deploy high availability for Teradici servers.

6. Install Wyse Management version on Windows Server 2012 R2/2016/2019—see Install Wyse Management Suite on Windows Server
2012 R2/2016/2019.

7. Review the post installation checks—see Post installation checks.

8. Troubleshooting issues with workaround—see Troubleshooting.
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High availability architecture

The Dell Wyse Management Suite architecture consists of Windows Server 2012 R2/2016/2019 with failover cluster enabled. The
Windows cluster contains a main computer that supports other applications and ensures minimum downtime by harnessing the redundant.
This is used for application failover for Tomcat, Memcache, MQTT services. MongoDB database cluster helps in the event of primary
database failure the secondary database will take over. MySQL InnoDB database cluster has an inbuilt database clustering mechanism and
secondary database will take over in case of primary read write database fail. Linux Server with HA Proxy is a load balancer and high
availability server for EMSDK (Teradici) server. Local repository is created as part of the shared path that contains the applications,

images, packages, and will not be part of the cluster set up.

@l NOTE: The high availability system requirements may change depending on the infrastructure at your work site.
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Figure 1. High availability architecture
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System requirements for high availability

The table lists the minimum hardware and software requirement and supports up to 10,000 devices. Each instance of EMSDK can support
a maximum of 5,000 devices. The deployment can be on individual servers or on a hypervisor environment, depending on the requirement.

The hardware and software requirements to set up high availability for Wyse Management Suite are:
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Table 1. System requirements

Minimum memory (RAM)—4 GB
Minimum CPU requirements—2

Product Port Protocol Description
Microsoft Windows Network Minimum disk space—40 GB Server where Wyse Management Suite
Server 2012 communication ports: Minimum number of systems—2 is hosted.
R2/2016/2019 L
o UDP:3343 Minimum memory (RAM)—8 GB | sypports English, French, Italian,
o TCP:3342 Minimum CPU requirements—4 German, and Spanish languages.
o UDP:137
MySQL Cluster Network Minimum disk space—40 GB Server in the high availability setup.
communication port— Minimum number of systems—3
TCP:3306 Minimum memory (RAM)—8 GB
Minimum CPU requirements—4
MySQL Router Network Minimum disk space—40 GB Establishes communication in the high
communication ports: Minimurn number of systems—2 | @vailability setup.
o 6446 Minimum memory (RAM)—8 GB
6447 Minimum CPU requirements—4
MongoDB Network Minimum disk space—40 GB Database
communication port— Minimum number of systems—3
TCP: 27017 Minimum memory (RAM)—8 GB
Minimum CPU requirements—4
EMSDK Network Minimum disk space—40 GB Enterprise SDK server
communication port— Minimum number of systems—?2
TCP: 5172 Minimum memory (RAM)—8 GB
TCP 49159 Minimum CPU requirements—4
HAProxy Network Minimum disk space—40 GB Load balancer in the high availability
communication port— Minimum number of systems—1 setup.
TCP: 5172

Ubuntu version 12.04 and later.

®| NOTE: Ensure that you add the TCP ports 443, 8080 and 1883 to the firewall exception list during high availability setup.

High availability architecture 7




High availability on Windows Server 2012
R2/2016/2019

A failover cluster is a group of independent systems that increases the availability and scalability of clustered roles. This feature supports
multiple workloads running clusters on hardware or on virtual machines.

A failover cluster is a group of systems that are independent and increases the availability and scalability of clustered roles. The clustered
servers are the nodes that are connected to one another as a network. If one or more of the cluster nodes fail, other nodes become active
and prevents failover of the systems in the network. The clustered roles that are created during cluster setup monitor to verify that the
systems are working in the clustered network. If any of the systems are not working, they are restarted or moved to another node.

The failover cluster network for high availability on Windows Server 2012 R2/2016/2019 contains two nodes, Node 1 and Node 2 that are
configured on systems running Windows Server 2012 R2/2016/2019. In the failover cluster network, if Node 1 that is working as the
primary node fails, Node 2 starts working automatically as the primary node. After Node 1 becomes active, it automatically becomes the
secondary node. The systems have a shared storage space that is connected in a network.

@l NOTE: The IP address of the systems in the image is an example and varies for each system at your work place.

S Cluster Virtual IP 10.150.145.112/24 | SU———

Figure 2. Failover cluster setup

Creating clustered roles

Prerequisites

After you create the failover cluster, you can create clustered roles to host cluster workloads. Ensure that Wyse Management Suite is
installed on the servers and point to the remote database before you create clustered roles.

Steps

N

In Windows Server 2012, right-click the Start menu and then select Server Manager to launch the Server Manager dashboard
Click Failover Cluster Manager to launch the cluster manager.
Right-click Roles and then select Configure Role to display the High Availability Wizard screen.

S

©
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@ Select Role

Before Y'ou Begin Select the role that you want to corfigure for high avalability:

Ll - DF§ Namespace Server Description:

Chent Access Poink %DHCF‘ Server “Y'ou can condigure high availability for
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Figure 3. High availability wizard

4. Select Generic Service and then click Next to view the Select Service screen.

Fj MNew Resource Wizard %

i Select Service

Select Service Select the service you want to use from the list:

Corfigure Generic Name Description o

Service Data Sharing Service Provides data brokesing between applications.

Summary DataCollectionPublishing Service The DCP (Data Colection and Publishing) servi...
DCUH Sma-me Launcher The DCOMLAUNCH service launches COM an...

lell WMS: Tomcat Service Apache Tomcat 9.0.13 Server - https ./ Aomcat

Dcmﬁm::ms-mm Enables pairing between the system and wired ...
Device Install Service Enables a computer to recognize and adapt to ...
Device Management Enmliment Service Peforms Device Enrollment Activities for Devic..
Device Setup Manager Enables the deteclion, download and installatio ...
NievCeny Backomimd Discnwvery Bonlear Frnahlas anns to discover devicas with a hackn v

Figure 4. Select service

5. Select Dell WMS: Tomcat Service and then click Next.
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10.

1.

10

@ NOTE: You can add the Wyse Management Suite related services to the cluster only after you install Wyse

Management Suite.

The High Availability Wizard screen is displayed where you need to create the client access point and establish connectivity
between the Windows server 2012 and Wyse Management Suite.

Type a network name in the Name field and then click Next. The Confirmation screen is displayed with the network name and IP

address details of the server.

&l

L T

-

Before You Begin
Select Aole

Select Service
Client Access Point
Select Storage

Replicate Registry
Settings

Configure High
Availabilioy

Summary

Figure 5. Confirmation

;1;"] Confirmation
g L

High Availability Wizard

You are ready to configure high availability for a Generic Service.

Service:
Network Name:
0Ou:

IP Address:
Parameters:

To continue, click Nexst.

Click Next to complete the process.

To add other Wyse Management Suite services as part of the cluster, launch Failover Cluster Manager, and then go to
ActionsRoles to display the network name that you have created.

Click on the network name, and go to Add ResourceGeneric Service.

Select the following services from the New Resource Wizard screen that needs to be added as part of the cluster:

a. Dell WMS: MQTT Broker
b. Dell WMS: memcached

Click Next to complete the task.
The Wyse Management Suite services that have been added as part of the cluster are displayed with the status Running.

Dell WMS: memcached (memcached)

WMS132AP

CN=Computers,DC=AD132,DC=COM

-d runservice -p 11211

< Previous ] I

Next >

||

Cancel

High availability on Windows Server 2012 R2/2016/2019



Achieve high availability on Windows Server
2012 R2/2016/2019

About this task

The following are the steps to achieve high availability on Windows Server 2012/2016/2019:

1.

o

Add failover cluster feature on Windows Server 2012 R2/2016/2019—see Adding failover cluster feature on Windows Server 2012
R2/2016/2019.

Create file share witness—see Create file share witness.
Configure cluster Quorum—see Configure cluster Quorum.
Create clustered roles—see Create cluster roles.

Add failover cluster feature on Windows Server
2012 R2/2016/2019

About this task

To add the failover clustering feature on the Windows server 2012/2016/2019, do the following:

Steps

1.

In Microsoft Windows Server 2012 R2/2016/2019, click Start to open the Start screen and then click Server Manager to launch the
Server Manager dashboard.

@ NOTE: Server Manager is a management console in Windows Server 2012 R2/2016/2019 that enables you to add
server roles/features, manage, and deploy servers.

Click Add roles and features and select an option to configure the server based on your requirement from the Add Roles and
Feature Wizard screen.

Achieve high availability on Windows Server 2012 R2/2016/2019 1"



DESTINATION SERVER
MO e M ieleed

Select installation type
Select the installation type. You can install roles and features on a running physical computer or virtual

Befo u B
Server Selection - mem .
Configure a single server by adding roles, role senices, and features.
Install required role services for Virtual Desktop Infrastructure (VD) to create a virtual machine-based
or session-based desktop deployment.

|<P|wbus” Next > Ingtall

Figure 6. Role based selection

3. Click Installation Type and select Role-based or Feature-based installation and then click Next to view the list of servers in the

Select destination server screen.

DESTINATION SERVER
NO $eNVen e seilected.

Select destination server

Select a server or a virtual hard disk on which to install roles and features.

Before You Begin
instaliation Type @ Select a server from the server pool
N oo
Server Pool
Name IP Address Operating System

TMSRVO0ZADSRVI19.C... 10.150.145.10210.15... Microsoft Windows Server 2012 R2 Standard
TMSRVOD1.ADSRVIT9.C... 10.150.145.100,169.2... Microsoft Windows Server 2012 R2 Standard

2 Computeris) found
This page shows servers that are running Windows Server 2012, and that have been added by using the

Add Servers command in Server Manager. Offline servers and newly-added servers from which data
collection is still incomplete are not shown.

[ <Brevious | | Next> install [ Cancel |

Figure 7. Select server destination
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4, Select the server where you want to enable the failover cluster feature and then click Next.

5. Select Failover Clustering on the Features screen, and then click Next. After you enable the failover cluster on the servers, open

the Failover Cluster Manager on the server at Node 1.
6. Click Yes to confirm installation, and enable the failover cluster feature on the selected server.

7. In the Failover Cluster Manager screen, click Validate Configuration to view the Validate a Configuration Wizard add the

required servers or nodes to cluster.

=0 |

= Fasbower Cluster Marager

Fia  Aeton  View (Seip

e = "l

s =
R e i e e Cluter Mansger
., ey W vontate Cesfopaitian

W Comnedte Chater

S, st a0 Mk s B b e

B fsom e

B o et seoe onte Y

Figure 8. Failover cluster manager

8. Click Select servers or cluster and then click Browse to configure the servers.
9. ClickNext and select Run all tests from the Testing Options screen.

Achieve high availability on Windows Server 2012 R2/2016/2019
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ﬁ Testing Options

Before You Begin Choose between running all tests or running selected tests.

Select Servers or a The tests examne the Cluster Configuration, Hyper-V Configuration, Invertory, Network, torage, and
Cluster System Configuration,

Microsoft supports a cluster solution only f the complete configuration (servers, network, and storage) can

pass all tests in this wizard, In addition, all hardware components in the cluster solution must be "Centfied
for Windows Server 2012."

®) Run al tests fecommended)
O Run only tests | select

Figure 9. Testing options

10. Click Next. The Confirmation screen is displayed with the list of selected servers.

14 Achieve high availability on Windows Server 2012 R2/2016/2019



m Confirmation

Before You Begin You are ready to start validation.
At Sarveis o & Flease confirm that the following settings are comrect:

Cluster

Testing Options
Test Selection
Confirnation
Walidating

Summary List Fibre Channel Host Bus Adapters Inventory
List iISCSI Host Bus Adapters Inventory
List SAS Host Bus Adapters Inventory
List BIOS Information Inventory

liet+ Enviranmant \fariahlas Trvrankars

21WMS01.AD132.COM
22WMS02.AD132.COM

To continue, click Next.

Figure 10. Confirmation

11. Click Next. The Summary screen is displayed with the failover cluster validation report.

Achieve high availability on Windows Server 2012 R2/2016/2019 15



12.

13.
14.
15.

16.

) Validate a Configuration Wizard ==

é@ Summary

Before You Begin Testing has completed successfully and the configuration is suitable for clustering.

Testing Options

Confirmation

Validating = i i 4
e Failover Cluster Validation Report

Node: dbteswms01.ADSRV119.COM Validated

b
{w Inventory

Name Result Description
List BIOS Information J_.- Success
b
List Environment Variables J_T—a Success
List Fibre Channel Host Bus Adapters J?Q Success
.J LV v
List iISCSI Host Bus Adapters = Success
To view the report created by the wizard, click View Report. View

To cloze this wizard, click Finigh.

Figure 11. Test summary details

Click View Report to check the report. If the status is Passed, you can proceed with the next step. If the status is Failed, you must
fix the errors before you proceed with the next step.

®| NOTE: The Create Cluster Wizard screen is displayed if there are no validation errors.
Click Next and type a name for the cluster in the Cluster Name field and then select the IP address of the system.

Click Next and the Confirmation screen is displayed.
Click Next to create the cluster on all the selected clustered nodes and then click View Report to view the warning messages.

Click Finish to create the failover cluster.

Create file share witness

A file share witness is a basic file share that the cluster computer has read/write access. The file share must be on a separate Windows
Server 2012 in the same domain where the cluster resides.

About this task

To create a file share witness, do the following:

Steps

1.

N oA ON

16

In Microsoft Windows Server 2012, Right-click the Start Menu and then select Server Manager to launch the Server Manager
dashboard

Click the Server Manager icon to access the server manager.

Go to Files and Storage ServicesShares and then click Tasks.

Click New Share. The New Share Wizard is displayed.

Click Select Profile to create a file share and then click Next.

On the Share location screen, select the server and share location for the file share and then click Next.

On the Share Name screen, type a name in the Share name field and then click Next until the Confirmation screen is displayed.

Achieve high availability on Windows Server 2012 R2/2016/2019



8. Click Create to create the file share and the View results screen is displayed with the status as Completed which indicates that the

file share witness is created without any errors.
9. Click Close to exit.

Configure cluster quorum settings

The cluster configuration database, also called the quorum, contains details as to which server should be active at any given time in a

cluster set-up.

About this task

To configure the cluster quorum settings, do the following:

Steps

1. In Microsoft Windows Server 2012, click Start to open the Start screen and then click Server Manager to launch the Server

Manager dashboard.

2. Click the Server Manager icon to access the server manager and then click Failover Cluster Manager to launch the cluster

manager.

3. Right-click the cluster node, and go to More ActionsConfigure Cluster Quorum Settings to display the Configure Cluster

Quorum Wizard screen.
4. Click Next. Select Select the quorum witness from the Select Quorum Configuration Option screen.

o Configure Cluster Quorum Wizard

é%‘a‘ Select Quorum Configuration Option

Before You Begin Select a quorum configuration for your cluster.

Select Quorum = ] )
Configuration Option () Use default quomum configuration

Select Quorum The cluster determines guorum management options, including the quorum withess.

Witness

Confirmation (®) Select the quoum witness

“ou can add or change the quorum witness. The cluster determines the other quorum management

Configure Cluster :
options.

Quorum Settings

- () Advanced quorum configuration
Summay

“You determine the quorum management options, including the quorum witness.

Failower Cluster Quorum and ‘witness Configuration Options

| < Previous H Mext > Jl Cancel

Figure 12. Quorum cluster wizard

5. Click Next. Select All Nodes from the Select Voting Configuration screen.

Achieve high availability on Windows Server 2012 R2/2016/2019

17



il
i

3 Select Voting Configuration
H

Before Yiou Begin Agsign or remoyve node vates in your cluster. By explicitly removing & node’s vote, you can adjust the
Select Quorun quorur of vobes required for the cluster to continue running.
Configuration Dption ® Al Modes
! : O Select Nodes

Narme Status
Select Quomm
Withess B 3 2iwMso @) Up
Canfigure File Share &= i 2RO @ ig - alact Al |
Withess m
Canfimation Clear &l |
Configure Cluster ) Mo Modes

Huop Selinge ‘You must configure a quorum disk witness. The cluster will stop running if the disk witness fails.

Summary

LConfiquing and Manaqing Quomum Yoles

| <Previous || Mewts> || Cancel |

Figure 13. Select voting configuration

6. Click Next . Select Configure a file share witness from the Select Quorum Witness screen.
7. Click Next and then type the share path in the File Share Path field from the Configure a file share witness screen.

18 Achieve high availability on Windows Server 2012 R2/2016/2019



E Configure File Share Witness
1=

Before You Begin Please select a file share that will be used by the file share witness resource. This file share must not be
Select Quorum hosted by this cluster. It can be made more available by hosting it on another cluster.

Configuration Option

ik, File Share Fath

Select Quorum l‘ | [ Browse...

Witness

Confirmation

Configure Cluster
Quorum Settings

Summary

| <Previous || Next> || Cancel

Figure 14. Configure file share witness

8. Click Next . TheSummary screen is displayed with the configured quorum settings.

Achieve high availability on Windows Server 2012 R2/2016/2019
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Summary

Before You Begin You have successfully configured the quorum settings for the cluster.

Select Quorum
Canfiguration Option

Select Voling

Corfiguraton Configure Cluster Quorum Settings

Select Quorum
Withess

Configure Fils Share Witness Type: File Share Witness
Withess Witness Resource:

Gt Cluster Ma d
Canfirmation \fol;?ngl:- naas Enabled

Configure Cluster
Quorum Settings

Summary

Ta view the report created by the wizard, click View Report,

To close this wizard, click Finish.

Figure 15. Summary of the quorum settings

9. Click Finish to complete the quorum settings.

Creating clustered roles

Prerequisites

After you create the failover cluster, you can create clustered roles to host cluster workloads. Ensure that Wyse Management Suite is
installed on the servers and point to the remote database before you create clustered roles.

Steps

1. In Windows Server 2012, right-click the Start menu and then select Server Manager to launch the Server Manager dashboard
2. Click Failover Cluster Manager to launch the cluster manager.
3. Right-click Roles and then select Configure Role to display the High Availability Wizard screen.

20 Achieve high availability on Windows Server 2012 R2/2016/2019



@ Select Role

Before Y'ou Begin Select the role that you want to corfigure for high avalability:

Ll - DF§ Namespace Server Description:

Chent Access Poink %DHCF‘ Server “Y'ou can condigure high availability for

Select Storage 4= Distributed Transaction Coordinator (D TC) some services that were nol originally
i Fila S = | designed to wn on a cluster. For more
Sver infomation, see Confiquring Generic
fications, Seri e

Replicate Registy
Settings Fa Genenc Apphcmn

Confirmation =l 1) . |
Configure High s - Lt : [ :

Availzbil
e <-i505 Target Server

Summmmary

| <Previous || MNewt> |[ Cancel |

Figure 16. High availability wizard

4. Select Generic Service and then click Next to view the Select Service screen.

Fj MNew Resource Wizard %

i Select Service

Select Service Select the service you want to use from the list:

Corfigure Generic Name Description o

Service Data Sharing Service Provides data brokesing between applications.

Summary DataCollectionPublishing Service The DCP (Data Colection and Publishing) servi...
DCUH Sma-me Launcher The DCOMLAUNCH service launches COM an...

lell WMS: Tomcat Service Apache Tomcat 9.0.13 Server - https ./ Aomcat

Dcmﬁm::ms-mm Enables pairing between the system and wired ...
Device Install Service Enables a computer to recognize and adapt to ...
Device Management Enmliment Service Peforms Device Enrollment Activities for Devic..
Device Setup Manager Enables the deteclion, download and installatio ...
NievCeny Backomimd Discnwvery Bonlear Frnahlas anns to discover devicas with a hackn v

Figure 17. Select service

5. Select Dell WMS: Tomcat Service and then click Next.

Achieve high availability on Windows Server 2012 R2/2016/2019 21



10.

1.

22

@ NOTE: You can add the Wyse Management Suite related services to the cluster only after you install Wyse

Management Suite.

The High Availability Wizard screen is displayed where you need to create the client access point and establish connectivity
between the Windows server 2012 and Wyse Management Suite.

Type a network name in the Name field and then click Next. The Confirmation screen is displayed with the network name and IP

address details of the server.

&l

Before You Begin
Select Aole

Select Service
Client Access Point
Select Storage

Replicate Registry
Settings

Configure High
Availabilioy

Summary

Figure 18. Confirmation

,Jf::"] Confirmation

High Availability Wizard

You are ready to configure high availability for a Generic Service.

Service:
Network Name:
Ou:

IP Address:
Parameters:

To continue, click Nexst.

Click Next to complete the process.

To add other Wyse Management Suite services as part of the cluster, launch Failover Cluster Manager, and then go to
ActionsRoles to display the network name that you have created.

Click on the network name, and go to Add ResourceGeneric Service.

Select the following services from the New Resource Wizard screen that needs to be added as part of the cluster:

a. Dell WMS: MQTT Broker
b. Dell WMS: memcached

Click Next to complete the task.
The Wyse Management Suite services that have been added as part of the cluster are displayed with the status Running.

Dell WMS: memcached (memcached)

WMS132AP

CN=Computers,DC=AD132,DC=COM

-d runservice -p 11211

< Previous ] I

Next >

||

Cancel
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Achieve high availability for MySQL InnoDB

About this task
The following steps explain how to achieve high availability for MySQL InnoDB:

Steps

1. Check MySQL InnoDB server instance—see Create MySQL InnoDB cluster.
2. Add server or node to MySQL InnoDB—see Adding server or node to MySQL InnoDB cluster.
3. Create MySQL Router—see Configure MySQL Router.

High availability with MySQL InnoDB

The MySQL InnoDB cluster provides a complete high availability solution for MySQL. The client application is connected to the primary
node by using the MySQL router. If the primary node fails, a secondary node is automatically promoted to the role of primary node, and
the MySQL router routes the requests to the new primary node.

The components of the MySQL InnoDB cluster are:

MySQL server
MySQL router

Install MySQL InnoDB database

About this task
To install MySQL InnoDB database, do the following:

Steps

1. Double-click the MySQL installer.
The MySQL Installer window is displayed.
2. On the License Agreement screen, read the license agreement, and click Next.
3. On the Choosing a Setup Type screen, click the Custom radio button, and click Next.
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QL Installer

MySQL. Installer Choaosing a Setup Type
Adding Community
Please select the Setup Type that suits your use case,

) Developer Default Setup Type Description
Inskalls all products needed for Alloons wou o select exacthy which products you
Choasing a Setup Type Ayl development purposes. ol Iikeltﬂ inatall, Thif also allons ko piFk ather
server versions and archikechures {depending an

wour Q).

) Server only

Installs onby the MySOL Senver
prodisct,

) Client only

Installs anby the MySOL Client
products, without a server.

) Full

Installs all included byS 0L
products and features,

® Custom

ranually select the products that
should be installed on the
system,

| | Catcel

Figure 19. Setup type

4. On the Select Products and Features screen, select the MySQL Server, workbench, and shell components, and click Next.
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MySQL. Installer Select Products and Features
Adding Communi g
Please select the products and Features you would like to install on this machine,
Filter:

—
e |A-ZI Software, Current Bundle Any | |

Awailable Products: Products/Features To Be Installed:
: =1 WySOL Senver 5.7 .| 1= MysaL Server 5.7.22 - ¥i54
B C A MysaL server
! o1 LIvclient Brograms
—- Applications {2 Development Companents
[ S myE0L Workbench b LEclient € AR library ishared)
LD MysoL Workbench 6,3 i L[ pooumentation
© LA server data files

lect Products and Features

- MyS QL Notifier 44 || ~MrsaL shen8.011 - e
- MyS 0L For Excel | |F MySAL Warkbench £.3.10 - K64
- MySOL for Wisual Studio [ MyS QL Workbench Core
- My L Lt ities [ Program Shortout
= Myl Shell
- MySCL Shell 5.0

Published: 165 Maowen bet 2007
Estinated S 144 ME
Changes; http e m gl com fdoc) e Inotas Sork be nchyfenfw b news.d- 3 10Uk |

Figure 20. Products and features

B. On the Check Requirements screen, select the components, and click Execute.
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MySQL. Installer Check Requirements
Adding Community
The following products have failing requirements, hyS0OL Installer will atternpt to resole

some of this automatically. Requirements marked as manual cannot be resobheed
autormatically, Click onthose items to try and resolve therm manually,

For Product Requirement

X Microsoft Wisual C++ 2013 Redistrib...
O IyS0L Shell 80,717 Microsoft Wisual C++ 2013 Redistrib...
o by Z0L Workbench 6310 Picrosoft Visual C++ 2015 Redistrib...

Check Requirerments

Requirerent Details

MyS 0L Installer is tring to automatically resalve this requirement. There is nothing vou
need to do,

Requirement: MicrosoftWisual C++ 2013 Redistnbutable Package (x54) is notinstalled
Status:

| Execute J ” Cancel

Figure 21. Requirements

6. Install the required components, and click Next.
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MySQL Installer =]0] X

MySQIi Installer Check Requirements

Adding Community

The following products have failing requirermernts, WyS0L Installer will atternpt to resole
sorme of this sutomatically, Requirements marked as manual cannot be resoheed
automatically. Click on those tkems to try and resolve therm manually.

For Praduct Requirerment Status
0 WhySOL Server 5.7.22 Kicrasoft Wisual C++ 2013 Redistrib... INETL...

0 helyS0L Shell 2011 hicrosoft Visual Ce+ 2015 Redistrib...

Check Requirements

Microsoft Visual C++ 2013
Redistributable (x64) - 12.0.40660

MICROSOFT SOFTWARE LICENSE TERMS |L~

MICROSOFT YISUAL C++ REDISTRIBUTABLE FOR ¥ISUAL STUDIO
2013

Thess license terms are an agreerment betweaen Microsoft Corporation (o

hocod men o whara e leea Ana f ke affiliatecy and woie Plazsea raad thaen

rM | agree to the license terms and conditions I

[ instan ||| Close |

¢ Back | | Execute | Mext » | Cancel |

Figure 22. Components installation
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7. On the Installation screen, click Execute.

28

MySQL. Installer

Adding Community

Check Requirements

Figure 23. Requirements

Check Requirements

The following products have failing requirerments. hySOL Installer will atternpt to resobee
sorme of this automaticalby. Reguirements marked as manual cannot be resobeed
autormaticalbe. Click onthose items to try and  resolve themn manually.

For Product Requirernent Status
i htySOL Server 5.7.22 Microsoft Wisual C++ 2013 Redistrib...  IMSTL DOME
L ket S0L Shell 8011 Microsoft Misual C++ 2015 Redistrib.,,  IMSTL DOMNE
o MySOL Warkbench 63,10 Microsoft Visual C++ 2015 Redistrib...  INSTL DOKNE

Requirement Details

RySOL Installer is trying to automatically resolve this requirement. There is nothing you
need to do,

Reguirement: Microsoft Visual C++ 2013 Redistributable Package [x54) is not installed
Status:

« Back || Mext = H Cancel
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MyS{jf. Installer

Adding Community

Irnstallation

Figure 24. Installation

.:r', '.:'::-"{'ﬁjl |'r| .-J'|| &f

Installation

Press Execute to upgrade the following products.

Product Status Progress Motes
_ _____ E] MySEL Server 5.7.22 Ready to Install '
MySaL Shell §.0.11 Ready to Install
MySaL Warkbench 63,10 Ready ta Install
Click [Execute] to install or update the following packages
< Back Execute | | Cancel

The MySQL server, workbench, and shell components are upgraded.

8. Click Next.

Achieve high availability for MySQL InnoDB

29




MySQL&. Installer

Adding Community

Installation

Figure 25. Installation

0L Installe

Installation

Press Execute to upgrade the following products.

Product Status Progress Motes
] MySQL Server 5,722 Complete
] MySCL Shell 8.0.11 Complete
] MySCL Workbench 6.3.10 Complete
< Back Mext = Cancel

9. On the Product Configuration screen, the MySQL server component is displayed.

30

Achieve high availability for MySQL InnoDB




Installer

MySQL. Installer Product Configuration

Adding Commurity
Wie'll noww wealk throwgh a configuration wizard for each of the following products,

You can cancel at any point if youwwish to leave this wizard without configuring all the
products,

Status

Product
Ready to Configure

My 0L Server 57,22

Product C :II'IfIE_I_Jl".': tion

Mextk = Cancel

Figure 26. Product configuration

10. Click Next to configure the MySQL server component.
1. On the Group Replication screen, click the Standalone MyS@L Server / Classic MySQL Replication radio button, and click Next.
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MySQL. Installer

MySOL Server 5.7.22

Gro up

Figure 27. Group replication

Group Replication

@ Standalone MySOL Server £ Classic MySOL Replication

Choose this option if you want 8o run the My3S0L 3ercer either standalone with the oppotunity
ko later configure classic MySOL Replication.

Lizing this option you can manually configure your replication setup and provide wour ovn high
availability solution if required,

) Sandbox InnoDE Cluster Setup (for testing onky
The |nnoDB cluster technology provides an out-of-the-hox HA (high swvailability
solution for MyS0L using Group Replication technology.

This option allows you to test an InnoDB cluster setup on your local computer
using several My SOL Server sandbox instances, Read more aboutthis here .

Ta setup a real-warld production InnoDB chester please choose the standard
My=0L Server configuration instead on all desired hosts and use the MyS0L Shell
afternards to craate or expand the InnoDB cluster setup,

MySQLsmu — .f’ a'\.
e — OEEm — . i

| Mest = || Cancel

12. On the Type and Networking screen, select the Dedicated Computer option from the Config Type drop-down list.
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MySQIi Installer Type and Networking

MySOL Server 5.

Server Configuration Type

Choose tha comrect server configuration type for this k0L Server installation, This setting il
define how much systern resources are assighed to the My3SUL Server instance,

|C AR | Dedicated Computer W |

Type and Metaork Connectrty
lIse the following contrals to select how you would like 2o connect to this server,
[ TCRAR Pott Mumber:
W] Open Windows Fireaall port for netwark access
[ Mamed Pipe Pipe Name: |[MYSOL

[ Shared Memaory Memany Mame: IM“.-'SQL—

Advanced Configuration

select the check box below o get additional configuration page where you can set advanced
option: for this server instance.

[] Show Advanced Options

Cancel

Figure 28. Type and networking

13. Select and configure the options in the Connectivity section, and click Next.
14. In the Accounts and Roles screen, enter the MySQL root password.
15. Click Add User.
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] MySQL Installer - |8 x

MySQI::L Installer Accounts and Roles

el Seryar 57 22
My3SQL Server 5.7.22 Root Account Password
Enter the pasaword for the roof account, Plezse remermber to store thiz password in 3 secure
place,

My SOL Root Password: ["-u"" |

Repeat Pasaard; |-nuun |

Pazawiord strength:

ple o the wser that

el

Flease specify the username, password, and database role,

1

m | Username  [1oot |

S i Host | <AllHosts (%)> v |Rghes: e |
Role |DEIMmin v| Delete |

Authenfication @ MpSOL

Password |-tr|-|11| |

Confirrm Password |““Hn o |

Pazzword Shength:

Figure 29. Add user

The MySQL User Details window is displayed.
16. Enter the credentials and click Ok.
The newly added user account is displayed in the MySQL User Accounts section.
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MySDIf. Installer

QL Server 5

Accounts and Roles

Figure 30. Accounts and roles
17. Click Next.

Accounts and Roles

Root &ccount Password
Enter the passwaord for the root account. Please remernber to stare this passnord in a secure

place.

iy =0L Root Password: |'|-lllu"n|r"n J

Repeat Password:

Password strength:

Py SOL User Sccoumnts
Create My5OL user accounts for your uzers and applications. Assign a role to the user that
carisists of & set of privileges,

User Rale Add User

DE Admin

Hask

hely 5 0L Username

uidld

Delete

< Back | | Mext = I ] Cancel

18. On the Windows Service screen, enter the MySQL Windows service name, and click Next.
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MySQL. Installer WIRAGRE SERAeE
s/ 3L Senver 5.7.22

¥ Corfigure MyS0L Szrver 23 3 Windows Service

Windows Sendce Details

Please specify 3 Windows Service name to be used For this MyS0L Server instance, & unigque
narme is required For each instance,

Windows Serdace Marme |My3QL5?
[+ Startthe WhySOL Server at Systern Startup

Bun Windows Zerdace as ..

The hbiyB0L Server needs to run under a grven user account, Based on the secunty
requirements of your systern you need to pick one of the options below.

® Standard System Account

Recomimendad for most scenanos.

() Custorn User
A g sting user account can be selected for advanced scenanos.

i | Cancel

Figure 31. Windows service

19. On the Plugins and Extensions screen, click Next.
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MySQL. Installer Plugins and Extensions

MySQlL Server 5.7.22

b : WySOL a5 a Document Store
Uize the following contrals to select how you would like to connect to this server,

[] Enable ¥ Prakocol f MySCL a3 3 Document Stare
Part Murmber: 33060

|| Qpen Windows Firewiall port for netwark access

Starking with MySOL Sepver 5.7, MySOL supports document store development, In
orderto provide a complete document store/MoS0L experience there is & new
communications protocol called the ¥ Protocal, The expanded capabilities of the ¥
Protocol enable us to provide modam developer APs with features such as
asnchronous calls, pipelining, and mare. In addition to implementing document
collections, the new X DevAPl also supports relational and combined document
storefrelational capabilities, Mow developers, designers and DEBAs can deploy
MyS L databases that implement document store, relational, ar hybrid
documentirelation models.

i Chck here to wisw MyS0L 35 3 Docurnent Store online docurentation |

15 and Extensions

| | Cancel

Figure 32. Plugins and extensions

20. On the Apply Configuration screen, click Execute.
The configurations are applied to the MySQL component.
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MySQL

Installer Apply Configuration

Press [Execute] to apply the changes
Configuration Steps |lug

O Writing configueation file
Updating YWindows Firewall rules
Adjusting Windows service
Initalizing Database
tarting erser
Applying security sethings

Creating user accounts

y Configuration

Updating Start henu Link

| Execute | | Cancel

Figure 33. Apply configurations
21. Click Finish.
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MySQL. Installer Apply Configuration
MySOL Server 5.7.22 The configuration operation has finished.
: Configuration Steps |tog

& Wiiriting configuration file
Updating “indows Firewall rales
Adjusting Windows service
Initizlizing Database

Harting Server

Appking security sethings

Creating user accounts

iquration

Qe g @ @ @ @

Updating 3tart benw Link

The configuration for My50L Server 5,7.22 was successful,
Click on Finish to continue,

Figure 34. Apply configurations

22. On the Product Configuration screen, click Next.
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Ly

MySQL. Installer

Adding Community

Product Configuration

Figure 35. Product configuration

Product Configuration

We'll nowe wealk through a configuration wizard for each of the following products,

ou can cancel at any point if you wish to leave this wizard without configuring all the

products,

Product
MOl Server 5.7.22

Status
Configuration Complete,

Mesxt = ||

Cancel

23. On the Installation Complete screen, click Finish.
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0L Installer |-

MySQL. Installer Installation Complete

Adding Communiky

The installation procedure has been completed,

| Copy Log to Clipboard |

[+ Stark MyS0L Workbench after Setup
¥ Start WyS0L Shell sfter Setup

Installation Complete

Figure 36. Installation complete

Next steps

Follow the procedure to install and configure MySQL server in all the three servers of the MySQL cluster.

@l NOTE: To set up the environment as per the high availability setup, see dev.mysql.com.

Check MySQ@L InnoDB server instances

About this task
Before you add MySQL InnoDB to the cluster setup, verify that MySQL InnoDB is created as per the cluster requirements.
You must login as roeot user to run the commands and restart the system each time you run a set of commands.

Run the following commands to verify that the MySQL InnoDB server instance meets the configured cluster requirements:

@ NOTE: The IP Address is different for each system that is used at your work place and the following commands are used
only as an example.

Steps

To check that the MySQL InnoDB is created as per the requirements, run the following commands at the command prompt:
mysgl-js> dba.checkInstanceConfiguration('root@IP Addressl')
mysqgl-js> dba.checkInstanceConfiguration ('root@IP Address2')
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- mysgl-js> dba.checkInstanceConfiguration('root@IP Address3')

0] CAProgram Files\MySQLYMySQL Shell 8.03bin\mysqlsh.exe [-[=%
y2QL Shell B.H.11
opyright (c> 2816, 2818, Oracle andsor its affiliates. All rights reserved.

a reg d demark of 0 le Corpo
Other names may be trademarks of th

*~help’ or *N?' for help; ’‘“qguit’ to exit.

3386 for use in an InneDB cluster...

te with it through this address by default. If this is not correct, the report_host MySQL system varia

Upd

hinlog_chec
i Update
u

tid_con

'
i
i erver
' ue
; TABLE P read-only

i HEHASHG64 pds read—only

e e e e e e L e

needs to be changed. but cannot be done dynamically: ’log_bin’

Server 5.7%ny.dini

3:3386" w nfigured
rted onfiguration chant t ke effect.

Figure 37. MySQL command prompt

To check that the MySQL InnoDB is created on all the three cluster nodes, run the following commands at the command prompt:
- mysqgl-js> dba.checkInstanceConfiguration('root@IPAddressl:3306")
mysgl-js> dba.checkInstanceConfiguration ('root@IPAddress2:3306")

- mysqgl-js> dba.checkInstanceConfiguration('root@IPAddress3:3306")
The instance "IPAddress:3306" is valid for InnoDB cluster usage; 'Status': 'ok' message is displayed.

Create a cluster instance for MySQL InnoDB

Prerequisites

After you have installed MySQL InnoDB instance on the servers, create a cluster instance.

About this task
To create a cluster for MySQL InnoDB, do the following:

Steps

1. Login as administrator user from the command prompt. This user account should have administrative privileges. For example,
DBadmin. The following screen shows an example of logging in as root user.

[T) C\Pragram Files\WMySQL\MySQL Shell 8.0\binymysglsh.exe

\connect rootB10.158.13
‘pootE10.150.132

Figure 38. Login prompt

2. Run the following command to create a cluster with a unique name. For example, MySQLCluster.
MySqgl JS> var cluster = dba.createCluster ('MySQLCluster')
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3. Run the following command to check the status of the cluster.
MySqgl JS>Cluster.status()

The status of the created cluster is displayed as ONLINE which indicates that the cluster is created successfully.

Select CA\Program Files\MySQL\MySQL Shell 8.0\bin\mysglsh.exe

P Cra
.132.231 JS> dba.getCluster(d
(Cluster:MySQLCluster>

ySQL [10.158.132.231 JS> Cluster.status{d

"clusterName": "“"MySQLCluster".
"defaultReplicaSet": {
: "default",
"primary': V10.1580.132.23:3386".
"sgl": “DISABLED",
"status': "OK_NO_TOLERANCE".
"statusText": "Cluster is NOT tolerant to any failures.".
“topology": {
"10.1568.132.23:3386"": {
"addy : "18.158.132.23:3386".
"mode 4 N
"readReplicas": (2.
"1‘018"3 llHnll‘
“"status'": “OMLINE"
>
>

.
"groupInformationSourceMember": “mysql://root@18.150.132.23:3386"

MySQL [18.158.132.231 JS>
JSaL (16 1501132 231 JS3

Figure 39. Confirmation screen
Add server instance to MySQL InnoDB cluster

Prerequisites

Before you add servers or nodes to the clusters, change the server id to either 2 or 3in the my . conf
file in the secondary MySQL servers at C:\ProgramData\MySQL\MySQL Server 5.7.
Only the primary MySQL server must have server ID as 1. The server ID should be unique across the SQL cluster.

About this task
You must add server instance to the MySQL InnoDB cluster as primary or secondary.
Do the following to add a server instance to the MySQL InnoDB cluster:

1. Login as DB Admin user from the command prompt on the primary server.
2. Run the following command to add a server instance to the MySQL InnoDB cluster:

cluster.addInstance ('root@IPAddress2:3306")
cluster.addInstance ('root@IPAddress3:3306")

@ NOTE: The IP address and the port numbers are only examples and varies based on the system that you are using at

your work place.
3. Run the following command to check the status of the server instance:

cluster.status ()

@ NOTE:

+ If the server IDs are same in all the nodes, and if you try to add instances in the Cluster, the
error message Server_ID is already in used by the peer node, Result<Runtime Error> is displayed.

+ All the nodes should display the status as ONLINE which indicates that the nodes have been added successfully to
the MySQ@L InnoDB cluster setup.
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T3 C\Program Files\MySQLAMySQL Shell 8.0\bin\mysqlsh.exe
ySQL [18.158.132.231 JS>
SQL [10.150.132.231 JS> dba.getCluster(?

{Cluster:MySQLCluster>

Ey [ 150.132.23]1 JS»> var cluster dba.getClusterd)
y <

19SQL [10.158.132.231 JS> Cluster.status ()

"clusterName': "MySQLCluster".
'‘defaultReplicaSet"

“name': “default",

:pv%ﬂary": "10.150.132.23:3386" .

: £
"10.150.132.23:3386",
' L

2.24:3386",
"PcadReplicasa:
"pole*:= “HA",
"status": "ONLINE"

6'": ¢
.150.132.25:3386",

"preadReplic
"role™: “HA",
:pN INE"

?a
"grouplnformationSourceMember™: "mysgl://vootP1@.150.132_.23:3386"

fySQL [18.158.132.231 JS>

Figure 40. Cluster status

Configure MySQL Router

Prerequisites

MySQL Router establishes communication network between Wyse Management Suite and MySQL InnoDB.

About this task
To install MySQL Router, do the following:

Steps

1. Log in to the Windows Server 2012/2016 to install MySQL Router. For more information, see MySQL Router Installation
2. Select MySQL Router from the Select Products and Features screen and then click Next .
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MySQL. Installer

Adding Community

ct Products and Features

Select Products and Features

Please select the products and features you would like to install on this maching,

Filter:

—
b % All Sorfbware, Current Bund e Any

Awailable Products

Products/Features To Be Installed:

(- MySOL Servers
I=- Applications
CH- MySOL Workbench

i MySQL Motifier

B MySaL For Excel

B MySOL for Visual Studio

B Myl Utilities

- MySQL Shell

o (S 0L Router 8011 - K64

= MySQL Router
= bayS 0L Router &0

209

H- My Connectors

[+]- Documentation

Mblshad: 16 Apil2018
Estimated Simec 10 ME

< Back | | Mext = | | Cancel

Figure 41. Select products and features

3. On the Check Requirements screen, click Execute.
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MySQL. Installer Check Requirements
Adding Communi ty
The following products have failling requirements, hyS0OL Installer will atternpt to resolve

some of this automaticall. Requirements marked 23 manual cannot be resobeed
autormatically, Click onthose items to try and resohee thern manually,

Requirement
Microsoft Visual C++ 2015 Redistnb...

equire ments

Requiremernt Details

MySCL Installer is trying to autormatically resolve this requirement. There is nothing wou
nead T do,

Requirernent: MicrosoftVisual C++ 3015 Redistributable Package [x54] is not installad
Status:

Mext = H Cancel

Figure 42. Check requirements

4. |Install the required components, and click Next.
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MySAL Installer

T
B,

MySéf’. Installer

Adding Community

Check Requirements

automaticalbye. Click on those items to try and  resolve them manually.

The following products have failing requirernents. by30L Installer wall attempt to resabe
sorme of this sutormaticalb. Requirements marked a3 manual cannot be resoboed

For Product
O ey SOL Router 8011

Requirement

Microsoft Visual C++ 2015
Redistributable (x64) - 14.0.24123

Micrasoft Wisual C++ 20715 Redistrib...

-

2

MICROSOFT SOFTWARE LICENSE TERMS

MICROSOFT VISUAL STUDIO 2015 ADD-ONs, VISUAL STUDIO SHELLS
nd C++ REDISTRIBUTABLE

ese license terms are an agreement between Microsoft Corporation (or .,

[w]1 agree to the license terrns and conditions

Mesk =

Status
IMSTL...

thing you

of itstalled

Figure 43. Components install
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MySQL. Installer Check Requirements
Adding Community
The following products have failing requirernents, My20L Installer will attempt to resolve

some of this automaticalbe. Reguirements marked as manual cannot be resolved
automatically, Click on those items to try and resolve them manualky.

For Product Requirement Shatus
i by 0L Router 8,011 Microsoft Visual C++ 2015 Redistnb... INSTL DOME

Check Requirements

Requirement Details

MO Installer is tring to automatically resolve this requirement, There i3 nothing you
need to do,

Requirement: Microsoft Visual C++ 2015 Redistributable Package [x6d) is not installed
Status:

Cancel

Figure 44. Check requirements

5. On the Installation screen, click Execute.
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MySQL. Installer Installation
Adding Community
Press Bxecute to upgrade the following products.

Praduck Skakis Pragress
MySOL Router 8.0.11 Ready to Install

Installation

Click [Execute] to install or update the following packages

< Back | | Execute | | Cancel

Figure 45. Installation

MySQ@L router component is upgraded.
6. Click Next.
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M)rSdL;:. Installer

Adding Community

Installation

Figure 46. Installation

Installation

Press Execute to upgrade the following products.

Product Status Progress Motes
@ 4| MysaL Router 8.0.11 Camplate |
Show Details =
< Back | | Mext = | | Cancel

7. On the Product Configuration screen, the MySQL router component is displayed.
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M}-‘SQLt. Installer Product Configuration

Adding Community

W'l nowy wealk through 3 configuration wizard for each of the following products,

Wou can cancel st any paint if you wish to leave this wizard without canfiguring all the

products,
Product Status
Ky S0l Router 5,011 Ready to Configure
Product ©
< | m 3

| et = || Carncel |

Figure 47. Product configuration

8. Click Next to configure the MySQL router component.
9. On the MySQL Router Configuration screen, enter the hostname, port number, management user, and password.
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MySQL". Installer MySQL Router Configuration
VIySQL Router 8.0.11

[¥ Configure MySQL Router for InnoDB cluster.

This wizard can bootstrap the My5SQOL Router ko route traffic between MySCL applications and a
MySQL InnoDE cluster. Applications that connect to the router will be automatically directed to
an avallable RAW or RO member of the cluster.

My SOL Router Configuration

Please provide 2 connection to the InnoDB duster below, In order to register the MySQL Router
for monitoring, use the current Read/\Write instance of the cluster,

Hostname: II'
o

Management User: [mot ]

Password: |sesssssss

MySQL Router requires specification of a base port [between 80 and 65532). This port is used for
classic readfwrite connections. The other ports must come sequentially after the base port. If any
port below is indicated as bring unavailable, please change the base port.

Classic MySQL protocol connections to InnoDB custer:
Read/Write:
Read Only: | 6447

MySQL X Protocol connections to InnoDE cluster:
Read/Write: | 6449

Read Only: | 6449

Next > || Cancel

Figure 48. MySQL Router Configuration

10. On the Apply Configuration screen, click Execute.
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MySQL. Installer

MyS3L Router 8.0.171

fi |:4|_4'.;|l_i._|!|

Figure 49. Apply configuration

11. Click Finish.

L Installer

Apply Configuration

Press [Execute] to apphy the changes
Configuration Steps | Lag

) Rermoving MySOL Router Windows service

) Cre ating My30L Router confiquration files

O Installing MySOL Router Windons senvice

Execute

Cancel
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IL Installer

MySQL:. Installer Apply Configuration

MySOL Router 8.0.11 The configuration operation has finished,

 Configuration Steps | log |

0 Removing MySOL Router Windows sepvice
o Creating MySOL Router configuration files

onfiquration & Installing MySOL Router ‘Windows service

The canfigurskion For MySOL Reuber 8,011 was successful,
Click on Finish to continue.

Figure 50. Apply configurations

12. On the Product Configuration screen, click Next.
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MySQIi Installer Product Configuration

Adding Community
W'l mowe walk through a configuration wizard for each of the fallowing products,

Wou can cancel at any point if wou wish to leave thiz wizard without configuring all the
products,

Status

Product
Configuration Complete,

RSOl Router 8.011

Produwct | :':-'|T|£||.r"1f||' i}

Mext = | | Cancel

Figure 51. Product configuration

The Installation Complete message is displayed.
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IL Installer

MySQL. Installer Installation Complete

Adding Community
The installation procedure has been completed.

Copy Log to Clipboard

Installation Cor :||.l|:|.-:

Figure 52. Installation complete

13. Click Finish.

14. Browse to \ProgramData\MySQL\MySQL Router directory, and open the file mysqlrouter.conf to check that the
bootstrap property with all the configured MySQL servers are part of cluster setup.
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| mysglrouter - Notepad - o =

File Edit Format View Help

# File automatically generated during MySQL Router bootstrap
[DEFAULT]

logging_folder=C: /ProgramData/MySQL/MySQL Router/log
runtime_folder=C: /ProgramData/MySQL/MySQL Router/run
data_folder=C: /ProgramData/MySQL/MySQL Router/data
keyring_path=C: /ProgramData/MySQL/MySQL Router/data/keyring
master_key_path=C:/ProgramData/MySQL/MySQL Router/mysqlrouter.key
connect_timeout=38

read_timeout=3@

[logger]
level = INFO

[metadata_cache:lM520821]

router_id=2

bootstrap_server_addresses=mysql://PrimaryMySQLServer:3386,mysql: //SecondaryServerl:3386,mysql: //SecondaryServerd) 3386
user=mysql_router?_uk8p8jah5t21

metadata_cluster=lM52021

ttl=5

[routing:WMS2821_default_rw]

bind_address=8.8.8.8

bind_port=6446
destinations=metadata-cache://WM52021/default?role=PRIMARY
routing_strategy=round-robin

protocol=classic

[routing:WMS2821_default_ro]

bind_address=0.8.8.8

bind_port=6447
destinations=metadata-cache://WMS2021/default?role=SECONDARY
routing_strategy=round-robin

protocol=classic

[routing:WMS2021_default_x_rw]
bind_address=8.08.8.8
bind_port=6448

Figure 53. Bootstrap server address

Create database and users on MySQL InnoDB
server

You must create the database and user accounts with administrator privileges on MySQL InnoDB server.

About this task

To create database on MySQL InnoDB server, run the following SQL commands:

Create Database stratus DEFAULT CHARACTER SET utf8 DEFAULT COLLATE utf8 unicode ci;

CREATE USER 'STRATUS'@'LOCALHOST';

CREATE USER 'STRATUS'Q'IP ADDRESS';

SET PASSWORD FOR 'STRATUS'@'LOCALHOST' = PASSWORD <db password>;

SET PASSWORD FOR 'STRATUS'@ <IP Address> = PASSWORD <db password>;

GRANT ALL PRIVILEGES ON *.* TO 'STRATUS'Q@<IP Address> IDENTIFIED BY <db password> WITH GRANT
OPTION;

GRANT ALL PRIVILEGES ON *.* TO 'STRATUS'Q'LOCALHOST' IDENTIFIED BY <db password> WITH GRANT
OPTION;

@ NOTE: Instead of IP Address, you can type the Wildcard for Network /Subnet or Multiple Single host entry where Wyse
Management Suite application server will be installed.

Achieve high availability for MySQL InnoDB 57



Achieve high availability on MongoDB

About this task

The following steps explain how to achieve high availability on MongoDB:

Steps

Install MongoDB—see Installing MongoDB.

Create replica servers—see Creating Replica servers.

Create Stratus users—see Creating Stratus user account.

Create root user—see Creating root user for MongoDB.

Edit MongoDB configuration file—see Editing MongoDB configuration file.

SIFNESESIES

Install MongoDB

About this task

To install MongoDB on all the three nodes, do the following:
@l NOTE: For information on installing MongoDB see—Install MongoDB

Steps

1. Copy the MongoDB installation files on a system.

2. Create two folders Data\log and data\db on a secondary drive other than Drive C.
e Data 1

Home Share View

@ = 2]k » TEPC » LocalDisk (C) » Data +

¢ Favorites Mame Date modified Type Size
I Deskiop L db

18 Downloacs L leg

= Recent plices

18 This PC

i Network

Figure 54. Data files

3. Go to the folder where you have copied the MongoDB installation files, and create a file mongod. cf£g from the command prompt.

58 Achieve high availability on MongoDB


https://docs.mongodb.com/manual/tutorial/install-mongodb-on-windows/

SN N L 34

“ Home Share Wiew

(—I L ‘ . b ThisPC » Local Disk (C:) » Program Files » MongoDB » Server » 34 »
. . Name - Date modified Type Size
i Favorites
B Desktop . bin 6-04-2017 13:27 File folder
&4 Downloads | | GNU-AGPL-3.0 01-02-2017 20:50 0 File 35 KB

= Recent places mengod.cfg
e — .
1 This PC || README 01-02

|| THIRD-PARTY-NOTICES 01-02-20

CFG File

ile

Gﬁ Network

Figure 55. mongod.cfg file

4. Open the mongod. cfg file in a text editor, and add:

systemLog:

destination: file

path: c:\data\log\mongod.log
storage:

dbPath: c:\data\db

5. Save the file.
Open command prompt.
7. Run the following command to start the MongoDB service:

o

a. C:\MongoDB\bin>.\mongod.exe --config c:\Mongodb\mongod.cfg --install
b. C:\MongoDB\bin>net start mongodb

The message MongoDB service is starting is displayed.
8. Change the working directory to \MongoDB\bin.
9. RunMongo.exe at the command prompt to complete the MongoDB installation.

Create replica servers for MongoDB database

You must create replica servers to avoid any system failures. The replica servers should have the capacity to store multiple distributed
read operations.

For more information to create replica servers, see Deploy a Replica Server Set at docs.mongodb.com/manual.

Create stratus user

Create an user, for example, StratusUser using the Wyse Management Suite to access MongoDB.

@ NOTE: The stratus user and password are examples and can be created using a different name and password at your
work place.

Run the following command to create the StratusUser:

db.createUser ({

user: "stratus",

pwd: <db password>,

roles: [ { role: "userAdminAnyDatabase", db: "admin" },
{ role: "dbAdminAnyDatabase", db: "admin" },

{ role: "readWriteAnyDatabase", db: "admin" 1},

{ role: "dbOwner", db: "DBUser" }]1})
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Create database user
Create an user, for example, DBUser using the Wyse Management Suite to access MongoDB.

®

NOTE: The database user and password are examples and can be created using a different name and password at your
work place.

Run the following command to create the DBUser:

db.createUser ({

user: "DBUser",

pwd: <db password>,

roles: [ { role: "userAdminAnyDatabase", db: "admin" },
{ role: "dbAdminAnyDatabase", db: "admin" 1},

{ role: "readWriteAnyDatabase", db: "admin" 1},

{ role: "dbOwner", db: "DBUser" }]

})

Create DBadmin user for MongoDB

Login to the MongoDB using the user account created in the previous section. The DBadmin user is created with the administrative
privileges.

Run the following command to create the DBadmin user:

mongo -uDBUser -pPassword admin
use admin

db.createUser ( {

user: "DBadmin",

pwd: <DBadmin user password>,

roles: [ { role: "DBadmin", db: "admin" } ]

b

Edit mongod.cfg file

You must edit the mongod. cfg file to enable the security for the MongoDB database.

1. Login to MongoDB as root user that you have already created and run the following command:
mongo -uroot -<root password> admin

2. Goto\data\bin\mongod.cfg directory, and open mongod. cfg file in a text editor.

3. Edit mongod.cfg file as shown in the following command:

E| mongod - Notepad
-File Edit Format View Help

systemlLog:
destination: file
path: c:\data\log\mongod.log
storage:
dbPath: c:\data\db
net:
port: 27017
security:
authorization: enabled

Figure 56. Edit mongod.cfg

systemLog:

destination: file

path: c:\data\log\mongod.log
storage:

dbPath: c:\data\db\Mongo
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net:

bindIp: x.x.x.%x, 0.0.0.0
port: 27017

security:

authorization: enabled

®| NOTE: The port numbers will change depending on the system at the work place.
4. Save mongod.cfg and exit.

Initiate replication on the servers

Ensure that you disable firewall on Windows and stop Tomcat servers if they are running.

1. Login to MongoDB as root user that you have already created and run the following command:

mongo -uroot -<root password> admin

2. Goto\data\bin\mongod.cfg directory, and open mongod. cfg file in a text editor.
3. Add the following three lines in the mongod. cfg file:

systemLog:
destination: file
path: c:\data\log\mongod.log
storage:
dbPath: c:\data\db\Mongo
net:
bindIp: X.X.X.X, 0.0.0.0
port: 27017
security:
authorization: enabled
keyFile: c:\data\log\mongod.key.txt
replication:
replSetName: wms

e

File Edit Format View Help

kystemLog:
destination: file
path: c:\data\log\mongod.log

storage:

dbPath: c:\data\db
net:

port: 27017
security:

authorization: enabled

keyFile: c:\data\log\mongod.key.txt
replication:

replSetName: wms

Figure 57. Enabling security
4. Create mongod. key. txt file and copy on all the three servers.

®| NOTE: Ensure that the mongod.key . txt file content or key is the same in all the three servers.
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LEen = log [=l=]
“ Home Share View

© _— | » ThisPC » LocalDisk(C) » Data » log v & || searchlog
L ar |

P PGt Mame Date modified Type Size

M
B Desktop l | mongod.key Text Document 1 KB I
& Downloads | ) mengod §KB|
=i Recent places __| mongod.log.2018-08-06T06-28-34 1 KB

88 This PC

'G.F Metwork

Figure 58. Copy the mongod key file
5. After you copy the file, stop the mongod service by running the following command:

net stop mongodb
6. Start the mongod service by running the following command:

net start mongodb
Repeat the steps from 1to 6 in all the three nodes of MongoDB servers.
8. Initiate replication on the primary node of the MongoDB cluster logging in using DBadmin user and then run the following command:

N

rs.initiate () ;

C:\Mongo\bin>mongo.exe -u root -p x admin
MongoDB shell version v4.2.1

connecting to: mongodb://127.0.0.1:27017/admin?
compressors=disabled&gssapiServiceName=mongodb
Implicit session: session { "id" : UUID("952f322c-1eb4-46c4-9b5e-bd536e2cle’e") }
MongoDB server version: 4.2.1

MongoDB Enterprise > use admin

switched to db admin

MongoDB Enterprise >

MongoDB Enterprise >

MongoDB Enterprise > rs.initiate();

{

"info2" : "no configuration specified. Using a default configuration for the set",
"me" : "10.150.132.37:27017",
"ok" : 1

}

9. Check the replication status by running the following command:

rs.status () ;
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Figure 59. Replication status
Start mongod service and add the secondary nodes to the second and third nodes in the MongoDB cluster:

rs.add ("IPAddress2:27017")
rs.add ("IPAddress3:27017")

MongoDB Enterprise wms20:PRIMARY> rs.add("10.150.132.36:27017")

{

"ok" : 1,

"SclusterTime" : {

"clusterTime" : Timestamp (1579600528, 1),
"signature" : {

"hash" : BinData (0, "8N3uoZ5khebgbY+PsFxJZvMaIlg="),
"keyId" : NumberLong ("6784332217662308354")
}

b

"operationTime" : Timestamp (1579600528, 1)
}

®| NOTE: The port numbers will differ based on the systems at your network and systems.

After you add the nodes in the MongoDB cluster, check the replication status by running the following commands for the primary and
secondary nodes:

rs.status () ;
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Figure 61. Secondary server status
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Achieve high availability for Teradici devices

Wyse Management Suite uses the HAProxy hosted on the Ubuntu server 16.04.1 LTS to perform load balancing between the EMSDK
servers. HAProxy is a load balancer proxy that can also provide high availability based on how it is configured. It is a popular open source
software for TCP/HTTP Load Balancer, and proxy solution which runs on Linux operating system. The most common use is to improve
the performance and reliability of a server environment by distributing the workload across multiple servers.

About this task
The following points explains how to achieve high availability for Teradici devices using HAProxy on Linux operating system:

There will be only one instance of Teradici server as part of high availability with Wyse Management Suite.

Teradici device support requires installation of EMSDK. EMSDK is a software component provided by Teradici that is integrated into
Wyse Management Suite. Wyse Management Suite Installer installs EMSDK can be installed on Wyse Management Suite server or on
a separate server. You need minimum of two instances of EMSDK to support more than 5000 devices, and all EMSDK servers should
be on remote servers.

Only one instance of EMSDK can be installer per server.

Teradici Device support requires a PRO license.

High availability of Teradici will be provided through HAProxy.

If Teradici server goes down, device will reconnect automatically to the next available EMSDK server.

Install and configure HAProxy

About this task
HAProxy which is the load balancer for ThreadX 5x devices is configured on Ubuntu Linux version 16.04.1 with HAproxy version 1.6.
Do the following to install and configure HAProxy on Ubuntu Linux system:

1. Log in to Ubuntu system using the user credentials used during the installation of Ubuntu operating system.
2. Run the following commands to install HAProxy

sudo apt-get install software-properties-common
sudo add-apt-repository ppa:vbernat/haproxy-1.6
sudo apt-get update

sudo apt-get install haproxy
3. Run the following command to take backup of the original configuration:

sudo cp /etc/haproxy/haproxy.cfg /etc/haproxy/ haproxy.cfg.original
4. Edit the HAProxy configuration file in a suitable text editor by running the following commands:

sudo nano /etc/haproxy/haproxy.cfg

Add the following entries in the configuration file:

Global section: Maxconn <maximum number of connections>
Frontend tcp-in: bind :5172

Back end servers: server :5172

maxconn <maximum number of connections per Teradici device proxy server>

@ NOTE: Administrator must add additional back end servers beyond the total number of client’s capacity to have
seamless failover.
B. Save the changes to the haproxy.cfg file by typing CTRL+O.
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The following text is a sample HAProxy configuration file:

global
log /dev/log local0
log /dev/log locall notice
chroot /var/lib/haproxy
daemon
#maxconn is maximum allowed connections
maxconn 60000
defaults
log global
mode tcp

timeout connect 5000ms
timeout client 50000ms
timeout server 50000ms

errorfile 400 /etc/haproxy/errors/400.
errorfile 403 /etc/haproxy/errors/403.
errorfile 408 /etc/haproxy/errors/408.
errorfile 500 /etc/haproxy/errors/500.
errorfile 502 /etc/haproxy/errors/502.
errorfile 503 /etc/haproxy/errors/503.
errorfile 504 /etc/haproxy/errors/504.

frontend fe teradici 5172
bind :5172
mode tcp
backlog 4096
maxconn 70000
default backend be teradici 5172

backend be teradici 5172
mode tcp
option log-health-checks
option tcplog
balance leastconn

server emsdkl :5172 check server emsdk2 5172 check

86400s
option srvtcpka

#frontend fe teradici 5172

#replace IP with IP of your Linux proxy machine bind Eg:

#default backend servers

#backend servers

http
http
http
http
http
http
http

timeout queue 5s timeout server

10.150.105.119:5172

#Add your multiple back end windows machine ip with 5172 as port
# maxconn represents number of connection- replace 10 with limit # (below 20000)

# "serverl" "server2" are just names and not keywords

#server serverl 10.150.105.121:5172 maxconn 20000 check
#server server2 10.150.105.124:5172 maxconn 20000 check

6. Validate the HAProxy configuration by running the following command:

8.
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sudo haproxy —-f /etc/haproxy/haproxy.cfg -c

If the confiration is valid, the message Configuration is Valid is displayed.

Restart HAProxy servce by running the following command:

Sudo service haproxy restart
Stop HAProxy by running the following command:

serviceSudo service haproxy stop
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Install Wyse Management Suite on Windows
Server 2012 R2/2016/2019

Prerequisites

Ensure that the following servers are configured before installation of Wyse Management Suite application:

Windows Fail over Cluster on Two Nodes
MongoDB Server Running with replica set
MySQL Server InnoDB Cluster up running
MySQL Router installed on the two Nodes

Install Visual C++ 2015 or 2017 Redistributable package (x64) or later versions. Wyse Management Suite installer requires
VCRUNTIME140.dll file to connect with MongoDB replica set or stand-alone setup with version 4.2.1.

About this task

Installation of Wyse Management Suite 1.3 or higher on both the Nodes in Windows Cluster

Steps

1. Launch the Wyse Management Suite installer.

Dell Wyse Management Suite 1.3

@ Wyse Management Suite [nstaller -

Welcome
Setup Type
Configuration
Destination
Summary

Install

Welcome to Dell Wyse Management Suite

By installing or using this product, you agree to the following:

101107

Important Notice

Please see the Dell Wyse Management Suite Quick Start Guide to make sure that
your thin client devices have the correct version of the Wyse Device Agent to

communicate with the WMS Cloud.

Figure 62. Welcome screen

2. Select Custom type installation.
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Wyse Management

@ Wyse Management Suite Installer = X
v Welcome Setup Type
Setup Type ¥ Wyse Management Suite
© Typical
Configuration Requires minimum user intaraction.

Installs embeadded databases

Destinaton

Requires maximum user interactions
Summary Recommended for advanced users.

¥ Teradici EM SDK
Install

Select this option to enable Teradid device management

¥ Turn off IE Enhanced Security Canfiguration,

IE Enhanced Secuity Configuration must be tuned of ta access sl features of wyse
Managemert Suitz Web Cansole. Please ses auick starl auids for mare detais.

Back Next

Figure 63. Setup type

3. Select the External Remote Mongo database option (MongoDB Cluster with Replica set created). Ensure to provide the remote
primary Mongo DB server information and port number; and Mongo DB username and password.

Dell Wyse Management St

bR

Wyse Management Suite Installer

v Welcome Mongo Database Server

v’ Setup Type
s © Embedded hMongoDB

Configuration & External MongoDB
Destination

Database Mare Database Server Port
Surmmary stratus | | [27017
Install Username Password

stratus | | oooooooo| |

Figure 64. Configuration

4. Select the External MariaDB option for MySQL. Provide MySQL router address (Local Host if it is installed on Wyse Management
Suite server node) in the External Maria DB Server fields with the port number(Default 6446). You must type the MySQL database
user account information that was created initially.

@ NOTE: Ensure that the "Stratus" Database is created and "DB User" account(stratus) with appropriate Privileges is
created on MySQL server.
The following commands are to be started in the Primary Node or R/W MySQL DB Server:

a. Open command prompt with Admin mode, go to “C:\Program Files\MariaDB 10.0\bin>" and start command, “C:\Program Files
\MariaDB 10.0\bin>mysgl.exe -u root —p”

b. Provide the root password which was created during My SQL server installation to log in into DB server.
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B¥ Administrator: Command Prompt - mysgl.exe -u root -p s

gql.exe -u root -p

Commands end with ; o

to clear the current J..I'I;:ILI‘: Tatement.

T CHARACTER SET u DEFAULT COLLATE utf8 unicode

Figure 65. Root password
c. Execute the command, CREATE DATABASE stratus DEFAULT CHARACTER SET utf8 DEFAULT COLLATE
utf8 unicode ci to create DB.

B Administrator: Command Prompt - mysql.exe -uroot -p

ysql.exe -u root -p

Commands end with ;

Type "help;’ or '\h" for help. Type "\c’' to clear the current input

mysqls> o

Figure 66. Database command
d. Execute following commands to create and Stratus User account and privileges:

Create user 'stratus'@'localhost’
Create user 'stratus'@"10.150.132.21'
Set password for 'stratus'@'localhost' = password ('PASSWORD')
Set password for 'stratus'@'lP ADDRESS'= password ('PASSWORD")
Grant all privileges on *.* to 'stratus'@'lP ADDRESS' identified by 'PASSWORD' with grant option.
Grant all privileges on *.* to 'stratus'@'localhost' identified by 'PASSWORD' with grant option.
e. Provide MySQL router information in the External Maria DB Server fields with port number and MySQL DB user account
information.

NOTE: The above commands can be started through the MySQL workbench for creating users and privileges with
wildcards.

Install Wyse Management Suite on Windows Server 2012 R2/2016/2019 69



i B Ver Dy Dsgee Sove hoh Bewes Heo
S e daEEER & (A u=|
gt a
- +
© e St
2 cneCorasmans
-
T rat 30 Sptem aneties

& orataet
& oo Aoy s it s s
- b i [ e i
satnnt @
0 b P T ————————
bt
a " learan
& ovtions s Iocahont -
i | E— | e o it |
b i Lo T T e
@ orvenows - %
s ance Segorts ol ‘Conskdar Using 5 DasSwERd MR Bor mOre Eharscters vh
B 3 o e
: Sx e & R T——
soens . b
B S — M
5 v rech i ot ]
H poa =
" -
o
=
e |
Lt — Ae -
[ockme | [t ] o] o

vy S

Figure 67. MySQL workbench
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Figure 68. MySQL workbench

5. Provide ports information for Wyse Management Suite related Services in “Port Selection” window.

Q:«D Wyse Management Suite Installer

o Welthe Port selection
v SetupType Please select the port numbers to be used with the following
EeunguIsticn Apache Tomcat ba3
Destination MariaDB database __saaﬁ
Mongo database 27017
Summary
MQTT v3.1 Broker
el Memeached

Figure 69. Configuration

6. Provide administrator credentials and email address information.
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o) Wyse Management Suite |nstaller

v Welcome

v/ Setup Type
Configuration
Destination
Summary

Install

Credentials

Administrator Credentials

First Mame Last Mame Email address
Password Confirm Password
LI L1111 ]1]L] | L1111 111]) |

Ermail address provided will be used as your username,
Wou rnust rermermber these credentials o log into WhAS web console,

e

Figure 70. Configuration

7. Provide Teradici EM SDK Port information and CIFS User Account information.

Wyse Management Suite |nstaller

v Welcome

v’ Setup Type
Configuration
Destination
Summary

Install

Teradici EM SDK

Fort

49159

CIFS User Credentials

 Use an Existing User

&+ Create a New User

Usernarne Password Confirm Password

= -

Figure 71. Teradici EM SDK

8. Provide ‘Destination Installation folder path’ and ‘Shared UNC path’ for Local repository.
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Figure 72. Destination

Dell Wyse Management Suite 1.3

@ Wyse Management Suite [nstaller

v Welcome Destination
V' Setup Type Select a destination where you want to install Dell Wyse Management Suite
v Configuration - -
| CaPrograrm Files\DELLYWMS | Browse
Destination Select a local repositcry to store Applications, OS Images and ather resources.
Please note that you can't change path of local repositary once it has been
Summary selected.
| . | | Browse
Install -

9. Recheck the Installation Summary information before we proceed with the Wyse Management Suite installation.
10. Complete the Installation on both the nodes.

72

Type the Destination Installation folder path and Shared UNC path for the local repository and then click Next. The message The
installation was successful is displayed.

@ NOTE: The shared UNC path should be kept out of both the Windows Server where Wyse Management Suite
application is installed. Before you install Wyse Management Suite application on Node 2, ensure to delete the 'Data’
folder present in the Wyse Management Suite Local Repository; which was created during installation on Node 1.
After 'Data’ folder is deleted from the shared UNC WMS Local Repository path, you can install Wyse Management
Suite Application in the Node 2 of the Windows Cluster.

Dell Wyse Management Suite 13

@ Wyse Management Suite Installer - X

v

v

v

Welcome Installation Completed

Setup Type

Configuration W
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The installation was successful.

Summary
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Figure 73. Installation successful
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Post installation checks

About this task
Do the following to check the high availability for Wyse Management Suite:

Launch the Wyse Management Suite administrator portal and check whether you can log in using the web interface.
Edit the bootstrap.properties file in the Tomcat server under the \Del11\WMS\ Tomcat-9\webapps\ccm-web\WEB-INF
\classes folder for MongoDB as follows:

mongodb.seedList = MongoDBServerl IP:27017, MongoDBServer2 IP:27017,
MongoDBServer3 IP:27017

Do the following to make changes in the MongoDB and MySQL DB tables:

1. Log in to Mongo DB using Robo 3T and update Windows Cluster Virtual IP/Hostname of Access Point values in the
bootstrapProperties table with the following attributes:[]
Stratusapp.server.url
Stratus.external.mqtt.url
Memcached. Servers
- Mgqtt.server.url
2. Update the MySQL tables and restart the Tomcat on both the nodes. Manually update mysgl database table to retain the ServerIp
inthe ServersInCluster table to be active by running the following command:

Update serversInCluster set ServerIp = ‘<VIP address of Windows Cluster>’;
@ NOTE: Ensure that there is only one record in serversInCluster table and if there are more than one record,

delete the excess records.

Update queuelock set IpInLock = ‘<VIP address of Windows Cluster>’;
3. Connect the FQDN address of the access point to the Memcached registry on both nodes of the high availability setup using the
following paths:

Registry path—HKLM\SYSTEM\CurrentControlSet\Services\Memcached\
Image path—C:\Program Files\DELL\WMS\memcached\memcached.exe -d runservice -p 11211-I <FQDN of Access Point> -U 0
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Upgrade Wyse Management Suite version 1.3

Prerequisites

to 1.4

Ensure that the mongodb . seedList value in the bootstrap.properties file includes backslash character (\) in the list of
Mongo database servers. The bootstrap.properties fileis at Tomcat-9\webapps\ccm-web\WEB-INF\classes,
mongodb.seedList = MongoDBServerl IP\:27017, MongoDBServer2 IP\:27017, MongoDBServer3 IP
\:27017.
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Figure 74. Prerequisite

Ensure that the primary (active) Mongo database server with read and write access is the first entry in the mongodb . seedList.
This is because the installer uses only the first entry as the primary server in the MongoDB cluster.

About this task

To upgrade Wyse Management Suite from version 1.4 to 2.0, do the following:

Steps

1. Double-click the Wyse Management Suite 1.4 installer package.
2. On the Welcome screen, read the license agreement and click Next.
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Dell Wyse Management Suite 1.4

Wyse Management Suite [nstaller

Welcome Welcome to Dell Wyse Management Suite
Upgrade o _
e This wizard guides you to upgrade your setup to Dell Wyse Management

Suite 1.4 on your systemn.

By installing or using this product, you agree to the following:

Dell End User License Agreement

Important Notice
Please see the Dell Wyse Management Suite Cuick Start Guide to make sure that
your thin client devices have the correct version of the Wyse Device Agent to

communicate with the Wh5 Cloud.

Figure 75. Welcome screen

3. On the Upgrade page, click Next to upgrade Wyse Management Suite .
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Dell Wyse Management Suite 1.4
i

‘ @ Wyse Management Suite Installer

v Welcome Upgrade

Upgrade _ _
Cell Wyse Managemeant Suite 1.3 will be upgraded to 1.4,

Please make sure WS console is closed for ensuring a smooth
upgrade.

|

Figure 76. Upgrade
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Dell Wyse Management Suite 1.4

@ Wyse Management Suite Installer

v  Welcome Status

Upgrade

Stopping Dell WMS: Tomcat service...

m—

Figure 77. Upgrade

4. Click Launch to open the Wyse Management Suite web console.
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Dell Wyse Management Suite 1.4

@ Wyse Management Suite |nstaller

v Welcome Upgrade Completed

v'  Upgrade

The upgrade was successful.

Figure 78. Launch

Next steps

78

Ensure that Tomcat-8 folder and subfolders are deleted, and Tomcat-9 folder and subfolders are created. Also, do the following:

o

(e]

Ensure that Tomcat-9\webapps\ccm-web\WEB-INF\classes folders and subfolders are created.

Ensure that Tomcat-9 service is added, and Tomcat-9 service is running.

Ensure that the bootstrap.properties file is copied from Tomcat-8\ webapps\ccm-web\WEB-INF\classes folder
to Tomcat-9\webapps\ccm-web\WEB-INF\classes folder.

Ensure that the mongodb. seedList value in the bootstrap.properties file includes backslash character (\) in the list of
Mongo database servers. The bootstrap.properties fileis at Tomcat-8\webapps\ccm-web\WEB-INF\classes,
mongodb.seedList = MongoDBServerl IP\:27017, MongoDBServer2 IP\:27017, MongoDBServer3 IP
\:27017. a a a

Ensure that the primary and secondary MongoDB servers entries are present in the mongodb . seedList.

In the Windows Fail-over Cluster, if the status of the access point is down due to the unavailability of the Tomcat 8 service, do the
following:

1.

2,

Go to Failover Cluster Manager > Cluster > Roles > Access Point.
Check the status of the Wyse management Suite related services, roles, and access point.
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Figure 79. Access point

3. Check the version of the Tomcat service. If the version of the Tomcat service is 8, you must manually remove Tomcat-
8 and add Tomcat-9 service into the Access Point. This is because, when you upgrade Wyse Management
Suite 1.4 to WMS 2.0, Tomcat-8 service is replaced with Tomcat-9.

4. Right-click the Tomcat-8 service, and then click Remove.
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Figure 80. Tomcat service removal
5. Add the Tomcat-9 service to the access point.
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Figure 82. Tomcat 9 service

6. Bind the FQDN address of the access point of High Availability to the Memcached registry on both nodes of the High Availability
setup using the command

Registry Path: HKLM\SYSTEM\CurrentControlSet\Services\Memcached\
“ImagePath” = “C:\Program Files\DELL\WMS\memcached\memcached.exe" -d runservice -p -I
11211 WMS1314AP.AD132.COM -U 0”
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Upgrading from Wyse Management Suite

version 2.x/2.1 to Wyse Management Suite
version 3.x

Prerequisites
Ensure to perform the following tasks before upgrading to Wyse Management Suite version 3.x.

Set the policy of the resources(tomcat,memcache,mqtt) in the access point to "if resource fails, Do not restart" though default policy
“if resource fails, attempt restart on current node " is recommended, for failover scenario it does not allow the product to upgrade.

Dell WMS: Tomeat Service Properties X
Advanced Polcies Registry Reication
General Dependencies Poicies
Hesponse to resource falure

@) ¥ resource fals, do not restad

(O ¥resource fais, attempt restart on cument nade.
Period for restasts {mmss) |
Maomum restarts in the specfied period 13
Delay between restarts (31} L5

More shout restart policies

Pending timeout
Speciy the length of time the resource can take to change states
4 between Onine and Offine before the Cluster service puts the
B resource in the Faled state. e

Pending timeut fnm:ss) 03:00 £ L

[

Figure 84. Tomcat Service Properties
Upgrade the MongoDB Replica Set from 3.4.1to 4.2.1; path of Mongo DB Upgrade is 3.4.1 >> 3.6 >> 4.0 >> 4.2.1. This is because from
Wyse Management Suite 2.0 version onwards we are supporting MongoDB version 4.2.1 due to scheme changes made to support

RAPTOR 9.0 devices.

1. Upgrading Replica Set from 3.4.1 to 3.6—see https://docs.mongodb.com/manual/release-notes/3.6-upgrade-replica-set/.
2. Upgrading Replica Set from 3.6 to 4.0.13—see https://docs.mongodb.com/manual/release-notes/4.0-upgrade-replica-set/.
3. Upgrading Replica Set from 4.0 to 4.2.1—see https://docs.mongodb.com/manual/release-notes/4.0-upgrade-replica-set/.

The primary MongoDB server must be the first entry in the 'mongodb.seedList' value in 'bootstrap.properties' file under

" Tomcat-9\webapps\ccm-web\WEB-INF\classes ".
The MS Services Control Panel "services.msc" and any Wyse Management Suite related Files and Folder must be closed.
Install Visual C++ 2015 or 2017 Redistributable package (x64) or later versions. Wyse Management Suite installer requires
VCRUNTIME140.dll file to connect with MongoDB replica set or stand-alone setup with version 4.2.1.

Steps

1. Double-click the Wyse Management Suite 2.x installer package.
2. On the Welcome screen, read the license agreement and click Next.
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Figure 85. Upgrade

3. Clear the Bind Memcached to 127.0.0.1 check box.

Welcome to Dell Wyse Management Suite

This wizard guides you to upgrade your setup to Dell Wyse Managerent
Suite 2.0.on your system.

Important Notice

Please see the Dell Wyse Management Suite Quick Start Guide to make sure that
your thin client devices have the correct version of the Wyse Device Agent to
communicate with the WMS Cloud.

Dell Wyse Management Suite 2.0

@ Wyse Management Suite Installer

v Welcome

Upgrade

Teradici EM SDK

™ Bind Memcahced to 127.0.0.1

Mote : Memcached is currently binded to
Recommended to bind it to 127.0.0.1

Figure 86. Teradici EM SDK
4. Click Next.

Dell Wyse Management Suite 2.0

@ Wyse Management Suite [Installer

v \Welcome

Upgrade

Figure 87. Upgrade

Upgrading from Wyse Management Suite version 2.x/2.1 to Wyse Management Suite version 3.x

Upgrade

Dell Wyse Managerent Suite 14.1 will be upgraded to 2.0,

Please make sure WS console is closed for ensuring a smocth
upgrade.

e | EEE
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5. In the Dell Wyse Management Suite - InstallShield Wizard window, click Yes.

Msnagement Suite 2.0

T
| Dell Wy
|

@ Wyse Management Suite [nstaller

v Welcome Upgrade

1
L= Dell Wyse Management Suite - InstallShield Wizard

Please ensure the following before praceeding with upgrade:

o 1. There are no pending tasks in WMS

2. WMS database from remote mySQL and mongo database server is
backed up

Do you want to proceed with upgrade now?

=10

o | I
Figure 88. Upgrade

Wait for the installation to complete.

|pelt wyse

@ Wyse Management Suite Installer

v Welcome Status

Upgrade
Pg Starting Upgrade.

Figure 89. Upgrade

Dell Wyse Management Suite 2.0

@ Wyse Management Suite [nstaller

v Welcome Status

Upgrade
Stopping Dall WMS: Tomcat service

Figure 90. Upgrade
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Dell Wyse Management Suite 2.0

! @ Wyse Management Suite [nstaller
|

v Welcome Status

Upgrade
P9 Archiving Teradidi files..

Figure 91. Upgrade

Dell Wyse Management Suite 2.0

@) Wyse Management Suite Installer

v Welcome Upgrade Completed

v Upgrade :
i ‘:v‘" &

The upgrade was successful.

Figure 92. Upgrade

Post upgrade from Wyse Management Suite version1.4/1.4.1 to Wyse Management Suite version 2.0
Ensure to change back the Access Point’s service policy setting of the resources to default “if resource fails, attempt restart on current
node " configuration.

i Status Dell WMS: Tomcat Service Properties *
(5 141WMSAP (%) Running
Advanced Policies Registry Repication
General Dependencies Policies

Response to resource failure

f resource fails. do not restart

- -f\i' 141TWMSAP (®) If resounce fails, attempt restart on cument node
: Period for restarts {mm ss):

Name Mexdmum restants in the specified period:

Server Name
Delay between restars (ssf):
& T Name: T41W/MSAP

Roles [ ¥ restart is unsuccessful, fail over all resources in this Role

Ly DR memcachcd f all the restart attempts fail. begin restarting
Dell WMS: MQTT Broker again atter the spaciied period th-mm:

=
4 Dell WMS: Tomeat Service More sbout restart policies
5, DHCP Client Pending timesut

|3 Teradici SDK Service 5

Specify the length of time the resource can take to chance states
betwsen Onlins and Offins befora the Clustar sarvics puts the
resource inthe Failed state.

Pending timeout {mm ss):

Figure 93. Access point
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Troubleshooting

About this task
This section provides troubleshooting information for Wyse Management Suite version 1.x for the cluster set up.
Problem: Where is the Wyse Management Suite log file located to check server installation issues.

Workaround: The log file is in the $temp% WMSInstall. logfolder.
Problem: Where is the Tomcat service related log file located to check the application related issues.

Workaround: If any of the node/server in the cluster does not work and fails to be part of the MySQL cluster do the following:

1. Reboot the cluster node and run the command var cluster = dba.rebootClusterFromCompleteOutage () ; inthe
shell prompt.
2. Reconfigure the local instance using the command dba . configureLocalInstance ('root(@
Server IPAddress:3306'").
3. Add the instnce back to the cluster using the command cluster.addInstance ('root@Server IPAddress:3306').
Problem: If any of the server or node in the cluster stops working and is not part of the MySQL InnoDB cluster.

Workaround: Perform the following steps at the command prompt:

var cluster = dba.rebootClusterFromCompleteOutage (); #Reboot the cluster instance
dba.configureLocalInstance ('root@Server IPAddress:3306') #Reconfigure the local instance
cluster.addInstance ('root@Server IPAddress:3306')#Add the cluster instance back to the
network

My-SQL JS> cluster.rejoinInstance (“root@Server IPAddress”)

Problem: If the server IDs are same in all the nodes, and if we try adding instances in the Cluster, an error message ERROR: Error
joining instance to cluster is displayed.
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Figure 94. Error message

Workaround: Change the server ID entries in the my . conf file located in the \ProgrambData\MySQL\MySQL Server 5.7
directory.

File Edit Format ‘“iew Help

general log file="23MYSQLOL.log"
slow-query-log=1

slow_query log file="23MYSQLBLl-slow.log™
long_guery_time=16

# Binary Logging.
# log-bin

# Error Logging.
log-error="23M/3QL81.err"

# Serwver Id.
server-id=1

Figure 95. change server ID
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