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Introduction

Wyse Management Suite version 1.4 is the next generation management solution and enables you to configure, monitor, manage, and
optimize your Dell Wyse thin clients. This helps you to deploy and manage thin clients on a high availability set-up with improved
performance.

It offers advanced feature options such as cloud versus on-premises deployment, manage-from-anywhere by using a mobile application,
and enhanced security such as BIOS configuration and port lockdown. Other features include device discovery and registration, asset and
inventory management, configuration management, operating system and applications deployment, real-time commands, monitoring, alerts,
reports, and troubleshooting of endpoints.

Wyse Management Suite version 1.4 supports high availability and significantly minimizes the system downtime. The solution also protects
the system from unplanned downtime and helps you to achieve the required availability to meet the business goals.

This guide describes the solution architecture and explains how to set up, configure, and maintain high availability clusters at the application
and database level.

High availability overview

About this task
The high availability solution for Wyse Management Suite version 1.4 includes the following tasks:

Steps

Review the high availability requirements—see System requirements to set up high availability.

Deploy high availability on Microsoft Windows Server 2012/2016—see Deploy high availability on Windows Server 2012/2016.
Deploy high availability on MySQL InnoDB servers—see Deploy high availability on MySQL InnoDB.

Deploy high availability on MongoDB—see Deploy high availability on MongoDB .

Configure high availability proxy (for Teradici devices)—see Deploy high availability for Teradici servers.

D O N NN -

Install Wyse Management version on Windows Server 2012/2016—see Install Wyse Management Suite on Windows Server
2012/2016.

Review the post installation checks—see Post installation checks.
8  Troubleshooting issues with workaround—see Troubleshooting.
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High availability architecture

The Dell Wyse Management Suite architecture consists of Windows Server 2012/2016 with failover cluster enabled. The Windows cluster
contains a main computer that supports other applications and ensures minimum downtime by harnessing the redundant. This is used for
application failover for Tomcat, Memcache, MQTT services. MongoDB database cluster helps in the event of primary database failure the
secondary database will take over. MySQL InnoDB database cluster has an inbuilt database clustering mechanism and secondary database
will take over in case of primary read write database fail. Linux Server with HA Proxy is a load balancer and high availability server for
EMSDK (Teradici) server. Local repository is created as part of the shared path that contains the applications, images, packages, and will
not be part of the cluster set up.

©) | NOTE: The high availability system requirements may change depending on the infrastructure at your work site.
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Figure 1. High availability architecture

System requirements for high availability

The table lists the minimum hardware and software requirement and supports up to 10,000 devices. Each instance of EMSDK can support
a maximum of 5,000 devices. The deployment can be on individual servers or on a hypervisor environment, depending on the requirement.

High availability architecture 5



The hardware and software requirements to set up high availability for Wyse Management Suite version 14 are:

Table 1. System requirements

Minimum memory (RAM)—4 GB
Minimum CPU requirements—2

Product Port Protocol Description
Microsoft Windows - . Server where Wyse Management Suite
Server 2012/2016 R2 Network' . . Minimum disk space—40 GB is hosted.
communication ports: Minimum number of systems—2
- UDP:3343 Minimum memory (RAM)—8 GB Supports English, French, [talian,
— TCP:3342 . _ German, and Spanish languages.
Minimum CPU requirements—A4
- UDP:137
MySQL Cluster Network Minimum disk space—40 GB Server in the high availability setup.
géngggglganon port— Minimum number of systems—3
Minimum memory (RAM)—8 GB
Minimum CPU requirements—4
MySQL Router Network Minimum disk space—40 GB Ejgi:gigjssgfgmun|catlon in the high
communication ports: Minimum number of systems—2
— 6446 Minimum memory (RAM)—8 GB
- 6447 Minimum CPU requirements—4
MongobB Network Minimum disk space—40 GB Database
?%”;T;;O'??t'on port— Minimum number of systems—3
Minimum memory (RAM)—8 GB
Minimum CPU requirements—A4
EMSDK Network Minimum disk space—40 GB Enterprise SDK server
$%n;tT15u1r;|§at|on port— minimum number ofR S.Ay’:%/ltem&;—;B
TCP 49159 inimum memory ( )—
Minimum CPU requirements—A4
HAProxy Network Minimum disk space—40 GB Is_zzjjpbalancer in the high availability
communication port— o . '
TCP: 5172 Minimurm number of systems—i Ubuntu version 12.04 and later.

©) | NOTE: Ensure that you add the TCP ports 443, 8080 and 1883 to the firewall exception list during high availability setup.




High availability on Windows Server 2012/2016

A failover cluster is a group of independent systems that increases the availability and scalability of clustered roles. This feature supports
multiple workloads running clusters on hardware or on virtual machines.

A failover cluster is a group of systems that are independent and increases the availability and scalability of clustered roles. The clustered
servers are the nodes that are connected to one another as a network. If one or more of the cluster nodes fail, other nodes become active
and prevents failover of the systems in the network. The clustered roles that are created during cluster setup monitor to verify that the
systems are working in the clustered network. If any of the systems are not working, they are restarted or moved to another node.

The failover cluster network for high availability on Windows Server 2012/2016 contains two nodes, Node 1 and Node 2 that are configured
on systems running Windows Server 2012/2016. In the failover cluster network, if Node 1 that is working as the primary node fails, Node 2
starts working automatically as the primary node. After Node 1 becomes active, it automatically becomes the secondary node. The systems
have a shared storage space that is connected in a network.

® | NOTE: The IP address of the systems in the image is an example and varies for each system at your work place.

S Cluster Virtual IP 10.150.145.112/24 | SU———

Figure 2. Failover cluster setup

Creating clustered roles

Prerequisite
After you create the failover cluster, you can create clustered roles to host cluster workloads. Ensure that Wyse Management Suite is
installed on the servers and point to the remote database before you create clustered roles.

About this task
To create a clustered role, do the following:

High availability on Windows Server 2012/2016 7



Steps
1 In Microsoft Windows Server 2012, right-click the Start menu and then select Server Manager to launch the Server Manager
dashboard

2 Click Failover Cluster Manager to launch the cluster manager.
3 Right-click Roles and then select Configure Role to display the High Availability Wizard screen.

@ Select Role

Before You Begin Select the role that you want to configure for bigh avalability:

Select Rols

B L RCnce I DFS Namespace Server Al Descriptior:

Chient Access Point 3L DHCP Server “You can configure high avaiabilty for

Select Storage -+ Distributed Transaction Coordinator [DTC) _ | some services that were not originally
i Fle S = designed to n on a cluster. For more:

Replicate Registy eer information, see Confiquring Generic

Settings - Generic Application | Appheations, Seripts, and Seivices.

Confirnation

1

Configure High HyperV Replica Broker
Rl 551 Tacet Save ]
Summary
| ¢<Previous ||  Mewts || Cancel |

Figure 3. High availability wizard

4 Select Generic Service and then click Next to view the Select Service screen.

8  High availability on Windows Server 2012/2016



F| Mew Resource Wizard X

Select Service Select the service you want to use from the list:

Corfimation

Corfigure Genesic Name Description *

Sorvice Data Sharing Service Provides data brokering between applications.

Summary DataCollectionPublishing Service The DCP (Data Colection and Publishing) servi..
DCOM Server Process Launcher The DCOMLAUNCH service launches COM an....
Dell WMS: Tomecat Service Apache Tomcat 9.0.13 Server - hittps /Aomeat
Device Association Service Enables pairing between the system and wired .,
Device Install Service Enables a computerto recognize and adapt to ..
Device Management Enroliment Service Pedorms Device Enroliment Activities for Devic..
Device Setup Manager Enables the detection, download and installatio...
NevChiene Backamimd Miscnvery Bmilcar Frnahlas anns tn disnover devices with 2 hacken jod

Figure 4. Select service

Select Dell WMS: Tomcat Service and then click Next.

(| NOTE: You can add the Wyse Management Suite version 1.4 related services to the cluster only after you install Wyse
Management Suite version 14.

The High Availability Wizard screen is displayed where you need to create the client access point and establish connectivity between
the Windows server 2012 and Wyse Management Suite.

Type a network name in the Name field and then click Next. The Confirmation screen is displayed with the network name and IP
address details of the server.

High availability on Windows Server 2012/2016 9



@ Confirmation

Before You Begin You are ready to configure high availability for a Generic Service.
Select Role

Select Service
Client Access Point

Service: Dell WMS: memcached (memcached)
Network Name: WMS132AP

Select Storage ou: CN=Computers,DC=AD132,0C=COM
Replicate Registry IP Address: 10.150.132.51

Settings Parameters: -d runservice -p 11211
Confirmation

Configure High
Availability

Summary

To continue, click Next.

Figure 5. Confirmation

Click Next to complete the process.

To add other Wyse Management Suite services as part of the cluster, launch Failover Cluster Manager, and then go to ActionsRoles
to display the network name that you have created.

Click on the network name, and go to Add ResourceGeneric Service.
Select the following services from the New Resource Wizard screen that needs to be added as part of the cluster:

a Dell WMS: MQTT Broker
b Dell WMS: memcached

Click Next to complete the task.
The Wyse Management Suite services that have been added as part of the cluster are displayed with the status Running.

10 High availability on Windows Server 2012/2016



Achieve high availability on Windows Server
2012/2016

The following are the steps to achieve high availability on Windows Server 2012/2016:

1 Add failover cluster feature on Windows Server 2012/2016—see Adding failover cluster feature on Windows Server 2012/2016.
2 Create file share witness—see Create file share witness.

& Configure cluster Quorum—see Configure cluster Quorum.
4

Create clustered roles—see Create cluster roles.

Add failover cluster feature on Windows Server
2012/2016

About this task
To add the failover clustering feature on the Windows server 2012, do the following:

Steps

1 In Microsoft Windows Server 2012/2016, click Start to open the Start screen and then click Server Manager to launch the Server
Manager dashboard.

®| NOTE: Server Manager is a management console in Windows Server 2012/2016 that enables you to add server roles/
features, manage, and deploy servers.

2 Click Add roles and features and select an option to configure the server based on your requirement from the Add Roles and Feature
Wizard screen.



DESTINATION SERVER

Select installation type o e a swaces

Before You Begin Select the installation type. You can install roles and features on 2 ing physical puter o virtual
machine, or on an offline virtual hard disk (VHD).

‘® Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

' Remote Desktop Services installation
Install required role servces for Virtual Desktop Infrastructure (VD) to create a virtual machine-based
or session-based desktop deployment.

Server Selection

[ Previns | [ het> st

Figure 6. Role based selection

Click Installation Type and select Role-based or Feature-based installation and then click Next to view the list of servers in the
Select destination server screen.

12 Achieve high availability on Windows Server 2012/2016



DESTINATION SERVER

Select destination server No servers are selected.

Before You Begin Select a server or a virtual hard disk on which to install roles and features.

instalation Type @/ Select a server from the server pool
_ O Select a virtual hard disk
Server Pool
Name IP Address Operating System

TMSRVO0ZADSRVI19.C... 10.150.145.10210.15... Microsoft Windows Server 2012 R2 Standard
TMSRVO01.ADSRVIIO.C.. 10.150.145.100,169.2... Microsoft Windows Server 2012 R2 Standard

2 Computer(s) found

This page shows servers that are running Windows Server 2012, and that have been added by using the
Add Servers command in Server Manager. Offline servers and newly-added servers from which data
collection is still incomplete are not shown.

| < Previous | Next > Install Cancel |

Figure 7. Select server destination

Select the server where you want to enable the failover cluster feature and then click Next.

Select Failover Clustering on the Features screen, and then click Next. After you enable the failover cluster on the servers, open the
Failover Cluster Manager on the server at Node 1.

Click Yes to confirm installation, and enable the failover cluster feature on the selected server.

In the Failover Cluster Manager screen, click Validate Configuration to view the Validate a Configuration Wizard add the required
servers or nodes to cluster.

Achieve high availability on Windows Server 2012/2016 13
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Figure 8. Failover cluster manager

Click Select servers or cluster and then click Browse to configure the servers.

ClickNext and select Run all tests from the Testing Options screen.

14
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ﬁ Testing Options

Before You Begin Choose between running all tests or running selected tests.

Select Servers or a The tests examine the Cluster Configuration, Hyper-V Configuration, Inventory, Network, Storage, and
Quster System Configuration.

Microsoft supports a cluster solution only if the complete configuration (servers, network, and storage) can
pass all tests in this wizard, In addition, all hardware components in the cluster solution must be "Certfied
for Windows Server 2012."

| <Previous || Net> || Cancel

Figure 9. Testing options

10 Click Next. The Confirmation screen is displayed with the list of selected servers.

Achieve high availability on Windows Server 2012/2016 15



g Confirmation

Before You Begin You are ready to start validation.
Celecl Cervers of 5 Please confirm that the following settings are correct:

Cluster

Testing Options
Test Selachon 21WMS01.AD132.COM
22WMS02.AD132.COM

Caonfirmation

alidating ( he User Category
Summary List Fibre Channel Host Bus Adapters Inventory
List iISCSI Host Bus Adapters Inventory
List SAS Host Bus Adapters Inventory
List BIOS Information Inventory

lLict Envriranmant \Wfariahlac Trwrantars

To continue, click Next.

Figure 10. Confirmation

1 Click Next. The Summary screen is displayed with the failover cluster validation report.

16 Achieve high availability on Windows Server 2012/2016



& Validate a Configuration Wizard ==
éy Summary

E=

You Begin Testing has completed successfully and the configuration is suitable for clustering.

Testing Options

Vel Failover Cluster Validation Report 2

Node: dbteswms01.ADSRV119.COM Validated

o
-#Inventory

Name Result Description
List BIOS Information J__‘a Success
List Environment Variables J:ﬂ Success
List Fibre Channel Host Bus Adapters J?ﬂ Success
LY 2
List iSCSI Host Bus Adapters === Success
To view the report created by the wizard, click View Report. View Report ...
To close this wizard, click Finish. — :

FEinish

Figure 11. Test summary details

12 Click View Report to check the report. If the status is Passed, you can proceed with the next step. If the status is Failed, you must fix
the errors before you proceed with the next step.

®| NOTE: The Create Cluster Wizard screen is displayed if there are no validation errors.
13 Click Next and type a name for the cluster in the Cluster Name field and then select the IP address of the system.
14 Click Next and the Confirmation screen is displayed.
15 Click Next to create the cluster on all the selected clustered nodes and then click View Report to view the warning messages.

16 Click Finish to create the failover cluster.

Create file share witness

A file share witness is a basic file share that the cluster computer has read/write access. The file share must be on a separate Windows
Server 2012 in the same domain where the cluster resides.

About this task
To create a file share witness, do the following:

Steps

1 In Microsoft Windows Server 2012, Right-click the Start Menu and then select Server Manager to launch the Server Manager
dashboard

Click the Server Manager icon to access the server manager.

Go to Files and Storage ServicesShares and then click Tasks.

Click New Share. The New Share Wizard is displayed.

Click Select Profile to create a file share and then click Next.

On the Share location screen, select the server and share location for the file share and then click Next.

On the Share Name screen, type a name in the Share name field and then click Next until the Confirmation screen is displayed.

N OO O NN



8  Click Create to create the file share and the View results screen is displayed with the status as Completed which indicates that the
file share witness is created without any errors.

9  Click Close to exit.

Configure cluster quorum settings

The cluster configuration database, also called the quorum, contains details as to which server should be active at any given time in a
cluster set-up.

About this task
To configure the cluster quorum settings, do the following:
Steps

1 In Microsoft Windows Server 2012, click Start to open the Start screen and then click Server Manager to launch the Server Manager
dashboard.

Click the Server Manager icon to access the server manager and then click Failover Cluster Manager to launch the cluster manager.

3 Right-click the cluster node, and go to More ActionsConfigure Cluster Quorum Settings to display the Configure Cluster Quorum
Wizard screen.

4 Click Next. Select Select the quorum witness from the Select Quorum Configuration Option screen.

S Configure Cluster Quorum Wizard -

é?dl Select Quorum Configuration Option

Before You Begin Select a quorum configuration for your cluster,

Select Quorum o
Configuration Option () Use default quorum configuration

ot Quorum The cluster determines quotum management options, including the quorum withess.

‘Uikneoo
wWithess

p=1-1

Confirmation # Select the quoum witness

“You can add or change the quorum witness. The cluster determines the other quorum management

Configure Cluster .
= options.

Quorum Settings

i () Advanced quorum configuration
SLMMary

“You determine the quorum management options, including the quorum witness,

Failover Cluster Quorum and ‘Witness Confiquration Options

< Previous H MNext > J I Cancel

Figure 12. Quorum cluster wizard

5  Click Next. Select All Nodes from the Select Voting Configuration screen.
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3 Select Voting Configuration
H

Before You Begin Agsign of remove node vates in your cluster. By explicitly remaving a node’s vote, you can adjust the
quorurn of votes required for the cluster to continue running.

Select Quorum
Configuration Dption ® AllModes

/oting
onfiguration O Select Nodes

Narne
Select Quorum
Withess M G 21wuso

Configure File Share %] a ES
Witness

Canfirmation
Configure Cluster () MoModes
LuopiSelirige ‘Y'ou must configure a quonam disk witness. The cluster will stop running if the disk witness fails.

Summary

Confiquiing and Manaaqing Duarum Votes

Figure 13. Select voting configuration

Click Next . Select Configure a file share witness from the Select Quorum Witness screen.
Click Next and then type the share path in the File Share Path field from the Configure a file share witness screen.

% Configure File Share Witness

Before You Begin Please select a file share that will be used by the file share witness resource.  This file share must not be
Select Quorum hosted by this cluster. |t can be made more available by hosting it on another cluster.

Configuration Option
Select Veting

Configuration File Share Path:

[\410.150.132 28\wms132ha || Browse..

Select Quorum

Confirmation

Configure Cluster
Quorum Settings

Summary

Figure 14. Configure file share witness

Click Next . TheSummary screen is displayed with the configured quorum settings.

Achieve high availability on Windows Server 2012/2016
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25 Configure Cluster Quorum Wizard -
Summary

Before You Begin You have successfully configured the quorum settings for the cluster,

Select Quorum
Configuration Option

Select Vating

Corliguraton Configure Cluster Quorum Settings

Select Quarum

Withess

i : Witness Type: File Share Witness
Configure File Share
Withess Witness Resource: %\10.150.132.29\wms132ha
Cluster Ma d
Confirmation Vol:n;l:- nRee Enabled

Configure Cluster

Quorum Settings

To view the report created by the wizard, click View Report,

To close this wizard, click Finish.

Figure 15. Summary of the quorum settings

9  Click Finish to complete the quorum settings.

Creating clustered roles

Prerequisite
After you create the failover cluster, you can create clustered roles to host cluster workloads. Ensure that Wyse Management Suite is
installed on the servers and point to the remote database before you create clustered roles.

About this task

To create a clustered role, do the following:

Steps

1 In Microsoft Windows Server 2012, right-click the Start menu and then select Server Manager to launch the Server Manager
dashboard

2 Click Failover Cluster Manager to launch the cluster manager.
3 Right-click Roles and then select Configure Role to display the High Availability Wizard screen.
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Before You Begin

5 LR

Select Service
Clent Access Poink
Select Storage

Replicate Registy
Settings

Confirnation

Configure High
Awailability

Summary

Figure 16. High availability wizard

@ Select Role

Select the role that you want to configure for high avadability:

[ DFS Namespace Server (]
5 DHCP Server
-+ Distributed Transaction Coordinator [DTC) =

i File Server
Fﬁ Generic Application

_2.!

<5505 Taget Server

Description:

“'ou can configure high availability for
some services that were not originally
designed to run on a cluster. For more:

information, see Confiquring Generic

S —

| <Previous || MNewt> || Cancel

Select Generic Service and then click Next to view the Select Service screen.

Achieve high availability on Windows Server 2012/2016
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F| Mew Resource Wizard X

Select Service Select the service you want to use from the list:

Corfimation

Corfigure Genesic Name Description *

Sorvice Data Sharing Service Provides data brokering between applications.

Summary DataCollectionPublishing Service The DCP (Data Colection and Publishing) servi..
DCOM Server Process Launcher The DCOMLAUNCH service launches COM an....
Dell WMS: Tomecat Service Apache Tomcat 9.0.13 Server - hittps /Aomeat
Device Association Service Enables pairing between the system and wired .,
Device Install Service Enables a computerto recognize and adapt to ..
Device Management Enroliment Service Pedorms Device Enroliment Activities for Devic..
Device Setup Manager Enables the detection, download and installatio...
NevChiene Backamimd Miscnvery Bmilcar Frnahlas anns tn disnover devices with 2 hacken jod

Figure 17. Select service

Select Dell WMS: Tomcat Service and then click Next.

(| NOTE: You can add the Wyse Management Suite version 1.4 related services to the cluster only after you install Wyse
Management Suite version 14.

The High Availability Wizard screen is displayed where you need to create the client access point and establish connectivity between
the Windows server 2012 and Wyse Management Suite.

Type a network name in the Name field and then click Next. The Confirmation screen is displayed with the network name and IP
address details of the server.

22 Achieve high availability on Windows Server 2012/2016
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@ Confirmation

Before You Begin You are ready to configure high availability for a Generic Service.

Select Role

Select Service
Client &ccess Point
Select Storage

Replicate Registy

Settings

Confirmation

Configure High
Availability

Summary

To continue, click Next.

Figure 18. Confirmation

Click Next to complete the pro

Service:
Network Name:
ou:

IP Address:
Parameters:

CEeSS.

Dell WMS: memcached (memcached)
WMS132AP
CN=Computers,DC=AD132,0C=COM
10.150.132.51

-d runservice -p 11211

To add other Wyse Management Suite services as part of the cluster, launch Failover Cluster Manager, and then go to ActionsRoles

to display the network name that you have created.

Click on the network name, and go to Add ResourceGeneric Service.

Select the following services from the New Resource Wizard screen that needs to be added as part of the cluster:

a Dell WMS: MQTT Broker
b Dell WMS: memcached

Click Next to complete the task.

The Wyse Management Suite services that have been added as part of the cluster are displayed with the status Running.

Achieve high availability on Windows Server 2012/2016
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Achieve high availability for MySQL InnoDB

About this task
The following steps explain how to achieve high availability for MySQL InnoDB:

Steps

1 Check MySQL InnoDB server instance—see Create MySQL InnoDB cluster.

2 Add server or node to MySQL InnoDB—see Adding server or node to MySQL InnoDB cluster.
3 Create MySQL Router—see Creating MySQL Router

High availability with MySQL InnoDB

The MySQL InnoDB cluster provides a complete high availability solution for MySQL. The client application is connected to the primary
node by using the MySQL router. If the primary node fails, a secondary node is automatically promoted to the role of primary node, and the
MySQL router routes the requests to the new primary node.

The components of the MySQL InnoDB cluster are:

MySQL server
MySQL router

Install MySQL InnoDB database

About this task
To install MySQL InnoDB database, do the following:

Steps
1 Double-click the MySQL installer.
The MySQL Installer window is displayed.
2 Onthe License Agreement screen, read the license agreement, and click Next.
3 On the Choosing a Setup Type screen, click the Custom radio button, and click Next.



4

MySfiL. Installer

Adding Community

Choosing a Zatup Type

Figure 19. Setup type

Choosing a Setup Type

Pleasa select the Setup Type that suits your use case,

) Developer Default

Installs all products needed for
Mys 0L development purposzes,

) Server only

Installs onky the MySOL Server
product,

2 Client only

Inskalls anby the MySOL Client
products, without a server.

) Full

Installs all induded hMySaL
products and features,

® Custom

Marnually select the products that
should be installed on the
system,

Setup Type Description

Allowrs wou to select exacthy which products you
wvould like ta install. This also allows ko pick other
server versions and architectures {depending on

wour O3],

On the Select Products and Features screen, select the MySQL Server, workbench, and shell components, and click Next.
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MySQL. Installe

Select Products and Features
Adding ity

Please select the products and Features you would like to install on this machine.
Fitter:

—
‘e |A-:I Sofbware, Current Bundle fny

Products/Featuras To Be Installed:
|2 MysaL Server 5.7,22 - w54
o WA hysaL Senver
- lvclient Programs
- Applications i :IE Development Componetts
[ = My 0L Workbench . b R Client € AR library [shared)
[ MySOL Workbench 6.3 i b powumentation
! 1| leserver data files
[ MyS 0L blotifier o MlySOL Shell 5011 - X564
+- MyE QL For Excel | = MyEAL Workbench 63,10 - K
He MyE 0L for Wisual Studio L[ MyS 0L Workbench Core
- Py O U lites LW Program Shoteut
= MyS 0L Shell

- MySCL Shell 6.0

Ayailable Products:
ot Products and Features = I‘u;I:uISQ‘. Sever S.7

ﬁ_<;__[ L

Published: 165 Mowta bes 2017
Estinated Sme: 144 ME

Changas; htip e m yegloom fidioe e Inobes Sevork be nchyfam b newis. G- 3- 100Hm |

Figure 20. Products and features

5  On the Check Requirements screen, select the components, and click Execute.
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MySQL. Installer Check Requirements
Adding Community
The following preducts have failing requirements, By30L Installer will atternpt to resolve

some of this automatically. Requirements marked as manual cannot be resobred
automatically, Click on those iterns to try and resolve them manually,

For Product Requirement

13 kicrosoft Wisual C++ 2003 Redistrib...
O Iy S0L Shell 80,11 Microsoft Yisual C++ 2015 Redistrib..,
O My S0L Workbench 63,10 hicrosoft Yisual C++ 2015 Redistrib...

Check Requirements

Requirement Details

FYEOL Installer is tring to automatically resalve this requirement. There is nothing vou
need to do,

Requirement: Microsoft Visual C++ 2013 Redistributable Package (x64) 15 nok installed
Status:

Figure 21. Requirements

Install the required components, and click Next.
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MySQL Installer =0

Lo

MySQIf, Installer Check Requirements

Adding Community
The following products have failing requirements, Wy 30L Installer will attermpk to resolve
sorme of this autormatically, Requirements marked as manual cannot be resobeed

automatically, Click on thase iterns to try and resolve them manually,

For Praduct Requirerment Status
0 bySOL Server 5.7.22 Microzoft Wisual C++ 2013 Redistrib.., IMETL...

0 by SOL Shell 20011 Wicrosoft Wisual C++ 2015 Redistrib...

Check Requirements

Microsoft Visual C++ 2013
Redistributable (x64) - 12.0.40660

MICROSOFT SOFTWARE LICENSE TERMS |i~

MICROSOFT YISUAL C++ REDISTRIBUTABLE FOR WISUAL STUDIO
2013

Thesz license terms are an agreement between Microsoft Corporation (or

lFacod men whhora v e nno nf e affillatect and v Ploseo road thom

rM | agree to the license terms and conditions I

[ instal ||| Close

¢ Bacl | | Execute | Mexst > | Cancel

Figure 22. Components installation
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MySQL. Installer

Adding Commiuni by

Check Reguirements

The fallowing products have failing requirernents, MyS0L Installer will stternpt to resokbae
some of this sutomaticalbye. Reguirements marked a3 manual cannot be resoheed
automaticalky. Click on those items to try and resolve thermn manually,

For Product Requirement Status
() ey SOL Server 57,22 Microsaft Visual Ce+ 2013 Redistrib..  INSTL DOME
o Wty S0L Shell 80,11 Microzoft Visual C++ 2005 Redistrib.,  INETL DOME
& WySEL Workbench 6.3.10 Microsoft Wisual C++ 2015 Redistrib.,  INETL DOME

Requirement Details

BAySOL Installer is trwing to autommatically resalee this requiremeant. There is nothing wou
need o do,

Reguirement: Microsoft Wisual Ce+ 2013 Redistributable Package [254) is not installed
Status

< Back | | Mext = ] | Cancel

Figure 23. Requirements

On the Installation screen, click Execute.
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Mys{iﬁ. Installer

ML Ty

Adding

Installation

Figure 24. Installation

Installation

Press Execute to upgrade the following products,

Product Status Progress Motes
_____ E] MySOL Senver 5.7.22 Ready to Install
KySaL Shell 50,11 Ready to Install
MyS QL Workbench 6.3.10 Ready ta Install
Click [Execute] to install or update the following packages
< Back Execute Cancel

The MySQL server, workbench, and shell components are upgraded.

Click Next.
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QL Installer

MySQLE. Installer Installation

QMmN by

Press Execute to upgrade the following products.

Product Status Progress Maotes

5] MySCL Server 57,22 Complete
] MySCL Shell 8.0.11 Complete
9 MySCL Workbench 6.3.10 Complete

Installation

Shienar Details >

< Back | | Mext » Cancel

Figure 25. Installation

9  On the Product Configuration screen, the MySQL server component is displayed.
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Installer

MySQL. Installer Product Configuration

Adding
Wee'll noww wealk through a configurstion wizard far each of the following products,

Wou can cancel at amy point it you wish to leave this wizard without configuring all the
products.

Status

Product
Ready to Configure

MySCL Server 5.7,22

Product Configuration

Figure 26. Product configuration

10 Click Next to configure the MySQL server component.
1 On the Group Replication screen, click the Standalone MySQL Server / Classic MySQL Replication radio button, and click Next.
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MySQL. Installer Group Replication

MySQL Server af.22

@ Standalone MySOL Server f Classic MySOL Replication
Choose this option if you want to un the MyS0L Sereer either standalone with the apporfunity
ko later configure classic bMySOL Replication.

Lizing this option you can manually configure your repication setup znd provide your awn high
availability solution if required,

) Sandbox InnoDB Cluster Setup {for testing onk
The InnoDBE cluster technology provides an out-of-the-box HA (high svailability)
solution for byS0L wsing Group Replication technolagy.

This option allows you to test an InnoDE cluster setup on your local computer
using several hyS0L Server sandbox instances, Read more about this here .

Ta setup a real-world production InnoDB cluster please choose the standard
my=0L Server configuration instead on all desired hosts and wse the My=S0L Shell
afternmrds to cragte or expand the InnoDE cluster setup,

MySQL Shell — .r’ a\
AT — T — ﬁ E

| Mext » | | Cancel

Figure 27. Group replication

12 On the Type and Networking screen, select the Dedicated Computer option from the Config Type drop-down list.
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MySQL. Installer Type and Networking
MySQL Server 5.7.22

Server Confiquration Type

Choose the correct server configuration fype for this ByE0L Server installation, This setting will
define how rmuch systern resources are zssigred o the MpsOL Server instance.

|C onfig Type: | Dedicated Computer v |

Type and Metarorking Connectraty
Lkse the following controls ta select howe swau sniould like to connect to this serer,
W TCPAP Port Number:
¥ Open Windows Firewall port for nebivork access
[] MNarned Pipe Pipe Name: |MYSOL

[] Shared Mernarny Memory Narne: |MVSQL

Advanced Configuration

select the check box below o get additional configuration page where you can set advanced
aptions far this serser instance.

[ Show Advanced O ptions

Figure 28. Type and networking

Select and configure the options in the Connectivity section, and click Next.

In the Accounts and Roles screen, enter the MySQL root password.
Click Add User.
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5 MysSQL Installer - O] X

MyS{]I::'. Installer Accounts and Roles

el Carvar s 72D
h"':.l..-'a_l. SEMWEN 0. e Root Account Password

Enter the password for the root account, Please remember to store this password inoa secure
place,

Py SOL Root Bassword: [- seassnns |

Repest Pasanmard: | seasssene |

Passwmeard strengths

ple to the wser that

el

Edit Lizer |

Fleaze specify the usermame, password, and database role,

——
] | Lsernarme |rcu:|t |

rver Host [<All Hosts (%)> v|

Role | DB Admin v

Authentication @ MySOL

Pazzword |-r--|-1-u |

Confirm Password  |seesssess| |

Pazzword Skength:

Figure 29. Add user

The MySQL User Details window is displayed.
16 Enter the credentials and click Ok.
The newly added user account is displayed in the MySQL User Accounts section.
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MySQIf. Installer

QL Server S

Accounts and Roles

Figure 30. Accounts and roles

17 Click Next.

Accounts and Roles

Root Account Password
Enter the passnord far the root account. Please remember to store this passnord in a secure

place,
hyZ0L Root Password: ||--||||"- J
Repeat Password: sssssssss |
Password strength:
MySOL User Accounts

Create MySOL user accounts for your users and applications. Assign a role o the user that
consisks of a set of privileges,

hySOL Username Hosk User Rale add User
% DE Admin

Edit User

Delete

Ll

< Back | | Text = I ] Cancel

18  On the Windows Service screen, enter the MySQL Windows service name, and click Next.
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MySQL. Installer windows Service
MNEOL Servel 57,20 ¥ Configure MySQL Se Windows Servi
oRTIQure My PSRN 35 a WINdOow's sehvice

Windows Serace Details

Please spacifiy 3 Windows Service name to be usad For this byS0OL Server instance, & unigque
narme i3 required for each instance,

Windows Serdce Narme: |My3QL5? |

[+ Startthe WySOL Server at Systern Startup

Fun Windows Serace as ..

The by30L Server needs to run under a grven user account, Based on the security
requirernants of your systern you need to pick one of the options below,

® Srandard Systern Account
Recommended for most scenanos.

() Custorn User
A existing user sccount can be selected for advanced scenanos.

Cancel

Figure 31. Windows service

19 On the Plugins and Extensions screen, click Next.
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MySQLé, Installer Plugins and Extensions

ly30L 25 a Document Store
Lise the following controls to select how you would like to connect to this server,

[] Enable ¥ Protocal ¢ MySOL a3 & Document Store
Paort Murmber: 33060

|| QpenWindows Firewall pott for neboiork access

Starting with BMySOL Server 5.7, MySOL supports document store dewvelopment, In
order to provide a complete document store/MoS0L experience there is 2 new
communications protocol called the X Pratocol, The expanded capabilities of the X
Protocol enable us to provide modem developer &P1s with features such as
asynchronous calls, pipelining, and more, In addition to implementing documernt
collections, the new ¥ DevAPl also supports relational and combined document
storefrelational capabliities, Mow developers, designers and DBAs can deploy
My5 3l databases that implement document store, relational, or hybrid
documentfrelation models.

i Click here to wiew WyS0L a5 3 Document Store online documentation

Flugins and Extensions

Figure 32. Plugins and extensions

20 On the Apply Configuration screen, click Execute.
The configurations are applied to the MySQL component.
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MySQL. Installer Apply Configuration
MyEOL Server 5.7.22 Press [Execute] to apply the changes
' Configuration Steps | Log

) Writing configuration file
Updating Windows Firewall rules
Adjusting Windows service
Initaalizing Database
Starting Serser
Applying security sethings
Creating user accounts

Apply Configuration

Updating Start benu Link

Figure 33. Apply configurations

21 Click Finish.
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MySQL. Installer Apply Configuration
MySCOL Server 5.7.22 The configuration operation has finished.
. Configuration Steps | Lag

& Writing configuration file

& Updating Windows Firewall rules
Adjusting Windows service
Initizlizing Database

rarting Server

Apphang security sethings

Creating user accounts

igquration

Q Q@ Q@ Q@ @ @

Updating Start Menu Link

The configurakion for My50L Server 57,22 was sucoessful,
Click on Finish to continue,

Figure 34. Apply configurations

22 On the Product Configuration screen, click Next.
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Product Configuration

M}rSd L. Installer

Adding Community

products,

W'l mose wealk through a configuration wizard for each of the following products,

fou can cancel at any point if you wish to leave this wizard without configuring all the

Product
MySOL Server 57,22

Status
Configuration Complate,

Product Confiquration

Mext = |

Cancel

Figure 35. Product configuration

23 On the Installation Complete screen, click Finish.
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_Installer

M}rSQL%. Installer Installation Complete

Adding Community

The installation procedure has been completed,

| Copy Log to Clipboard |

[wi Stark MyS0L Workbench after Setup
[ Start MyS0L Shell after Setup

Irstallation

Figure 36. Installation complete
Next step
Follow the procedure to install and configure MySQL server in all the three servers of the MySQL cluster.

©) | NOTE: To set up the environment as per the high availability setup, see dev.mysql.com.

Check MySQL InnoDB server instances

Before you add MySQL InnoDB to the cluster setup, verify that MySQL InnoDB is created as per the cluster requirements.
You must login as reot user to run the commands and restart the system each time you run a set of commands.

Run the following commands to verify that the MySQL InnoDB server instance meets the configured cluster requirements:
(D | NOTE: The IP Address is different for each system that is used at your work place and the following commands are used only as

an example.

To check that the MySQL InnoDB is created as per the requirements, run the following commands at the command prompt:

mysgl-js> dba.checkInstanceConfiguration('root@IP Addressl')
mysgl-js> dba.checkInstanceConfiguration('root@IP Address2')
mysqgl-js> dba.checkInstanceConfiguration('root@IP Address3')

42 Achieve high availability for MySQL InnoDB


https://dev.mysql.com/doc/refman/5.7/en/mysql-innodb-cluster-production-deployment.html

T ChProgram Files\MySQLWYSQL Shell 8.00binymysglsh.exe I;m

2816, 2818, Oracle andrsor its affiliates. All rights reserved.
a registered trademark of Oracle Corp ion and. its
- Other names may be trademar ft respect

2 '~help' or *S7' For help; "Squit’ to exit.

132.23:3306° >
TAIOG’ T N
+t 3386 for use in an InnoDB cluster

ill communicate with it through this address by default. If this is not correct, the report_host MySQL system varia

he following wariahle needs to he changed. but cannot be done dynamically: *log_bhin’

“ProgranDatasHy Myt Server 5.7wmy.ini
:? [ysnl: u

igured for cluster usage.
to take effect.

Figure 37. MySQL command prompt

To check that the MySQL InnoDB is created on all the three cluster nodes, run the following commands at the command prompt:
mysgl-js> dba.checkInstanceConfiguration ('root@IPAddressl1:3306")

- mysgl-js> dba.checkInstanceConfiguration('root@IPAddress2:3306")
mysgl-js> dba.checkInstanceConfiguration ('root@IPAddress3:3306")

The instance "IPAddress:3306" is valid for InnoDB cluster usage; 'Status': 'ok' message is displayed.

Create a cluster instance for MySQL InnoDB

Prerequisite
After you have installed MySQL InnoDB instance on the servers, create a cluster instance.

About this task
To create a cluster for MySQL InnoDB, do the following:

Steps
1 Login as administrator user from the command prompt. This user account should have administrative privileges. For example,
DBadmin. The following screen shows an example of logging in as root user.

T3] C\Pragram Files\WySQL\MySQL Shell 8.0\binymysglsh.exe

a.158.1
oot@E18.158.132.

Figure 38. Login prompt

2 Run the following command to create a cluster with a unique name. For example, MySQLCluster.
MySgl JS> var cluster = dba.createCluster ('MySQLCluster')

3 Run the following command to check the status of the cluster.



MySgl JS>Cluster.status()

The status of the created cluster is displayed as ONLINE which indicates that the cluster is created successfully.
Select CA\Program Files\MySQL\MySQL Shell 8.0\binymysqlsh.exe

B8.132.231 J8> dha.getCluster(d
Cluster:=MySQLCluster>

ySQL [18.158.132.231 JS> Cluster.status{d

"clusterName": “"MySQLCluster".
"defaultReplicaSet': {
"default",
“primary": "10.150.132.23:33686",
"ss1": "DISABLED",
"status': “OK_NO_TOLERANCE".

"statusText': "Cluster is NOT tolerant to any failures.".

“"topology":
18.1F 3366
10.150.132.23:3306".
“"readReplicas": {3,
vpole": anu*
“"status": “ONLINE"

>
>
.
"grouplnformationSourceMember": “mysqgl://rootPl16.156.132.23:3386"

MySQL [18.150.132.231 J8>
ySQL [18.150.132.231 JS>

Figure 39. Confirmation screen

Add server instance to MySQL InnoDB cluster

Prerequisite

Before you add servers or nodes to the clusters, change the server id to either 2 or 3 in the my.conf
file in the secondary MySQL servers at C:\ProgramData\MySQL\MySQL Server 5.7.

Only the primary MySQL server must have server ID as 1.

About this task
You must add server instance to the MySQL InnoDB cluster as primary or secondary.

Do the following to add a server instance to the MySQL InnoDB cluster:

1 Log in as DB Admin user from the command prompt.
2 Run the following command to add a server instance to the MySQL InnoDB cluster:

cluster.addInstance ('root@IPAddress2:3306")

cluster.addInstance ('root@IPAddress3:3306")

| NOTE: The IP address and the port numbers are only examples and varies based on the system that you are using at
your work place.

3 Run the following command to check the status of the server instance:

cluster.status()

@ | NOTE:

If the server IDs are same in all the nodes, and if you try to add instances in the Cluster, the error message Server_ID is already in
used by the peer node, Result<Runtime Error> is displayed.

All the nodes should display the status as ONLINE which indicates that the nodes have been added successfully to the MySQL
INnnoDB cluster setup.



T3] CAProgram Files\MySQLYMySQL Shell 8.0\bin\mysaglsh.exe
[18.158.132.231 Js>
[1@ 15@ 132 231 I8
[18.158.132.23]1 JS» var cluste dba.getCluster(d
[1@-158.1%2.23]>JS} dba.getCluster{>
uster

8> Cluster.status{d>

zfaul
ry": "1@.15@.132.23:3386".
= "DISABLED",
Yo wgRY,
"Cluster is ONLINE and can tolerate up to ONE failure.",

"mode'': "R

3386 <
"10.158.132.24:3306",
o

4 »
"peadReplicas': {>.
"1‘018”: 1IHQID

LINE"
i

3.158.132 .2 386": {
"add .158.132.25:3306".,
"mode i hd
"readRe
hole's
"status

3>

> -
"grouplnformnationSourceMembher*: “mysgl://rootPiB.1568.132_23:3366"

.ySQL [18.158.132.231 JS>

Figure 40. Cluster status

Configure MySQL Router

Prerequisite
MySQL Router establishes communication network between Wyse Management Suite and MySQL InnoDB.

About this task
To install MySQL Router, do the following:

Steps
1 Log in to the Windows Server 2012/2016 to install MySQL Router. For more information, see MySQL Router Installation
2  Select MySQL Router from the Select Products and Features screen and then click Next .


https://dev.mysql.com/doc/mysql-router/8.0/en/mysql-router-installation-windows.html

MySQL. Installer Select Products and Features

Adding Community

Please select the products and features you would like to install on this machine,

Filter:

—
LY 2% All Sofbware, Current Bundle Sy | [ Edit

Ayailable Products: Products Featuras To Be Installed:
[#- MySCL Servers o S 0L Rowter 6.0.11 - M6
I'—']--Applltatlans

LR MySOL Workbench
- MyS0OL Matifier
MySCL For Excel
MySOL for Visual Studio
MySaL Utilities

Ll Shell

- MySQL Router

= BySOL Router §.0

- HEE Lonnectars

[#]- Documentation

ct Products and Features

2243

Mubkshad; 16 Apil2042 SAchanoed O ptions
Edimated Se:  10MB

Figure 41. Select products and features

3 On the Check Requirements screen, click Execute.
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MySQL. Installer Check Requirements
Adding Community
The following products have failing requirements, byS0L Installer wall atternpt to resolve

some of this autornaticalbe Requirements marked a3 manual cannot be resobsed
automatically, Click on thoze itarms to try and resohee them manually.

For Product Requirement
Faouter 80,11 Microsoft Visual C++ 2015 Redistrb...

Requirement Detail s

MyECL Installer is trying to autoratically resalve this requirement. There is nothing you
need to do,

Requirement: Microsoft Visual C++ 3015 Redistributable Package [x54) is notinstalled
Status:

< Back | I Execute

Figure 42. Check requirements

Install the required components, and click Next.
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] MySQL Installer =N

o,

MySQL. Installer Check Requirements
Adding Community
The following products have failing requirerments. MySOL Installer wall atternpt to resobee

sarne of this automaticalb. Requirerments marked as manual cannot be resobeed
automatically. Click on those items to try and resolse thern manually.

For Product Requirement Status
) WyS0L Router 80,11 Microsoft Wisual C++ 2015 Redistrib.., IMETL...

Microsoft Visual C++ 2015
Redistributable (x64) - 14.0.24123

MICROSOFT SOFTWARE LICENSE TERMS |—|

MICROSOFT VISUAL STUDIO 2015 ADD-ONS, VISUAL STUDIO SHELLS thing you

nd C++ REDISTRIBUTABLE

of; ihstalled

ese license terms are an agreement between Microsoft Corporation (or .,

[+| agree to the license terms and conditions

Figure 43. Components install
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. Installer
QMmN

Check Requirements

The following products have failing requirernerts. MyS0L Installer will attern pt to resolve
some of this automaticalle. Regquirements marked as manual cannot be resolved
autornatically, Click on those iterns to try and resolve them manually.

For Product Requirement Status
o MyS0L Router 8011 Microsoft Wisual C++ 2015 Redistrib..  INSTL DOME

Check Requirernents

Figure 44. Check requirements

On the Installation screen, click Execute.

Requirement Deatails

MySCL Installer is tnving o automati cally resolve this requirement, Thare is nothing you
resd ko do,

Requirement! Microsoft Visual C++ 2015 Redistributable Package [264) is not installed
Status:

Achieve high availability for MySQL InnoDB
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MySQL. Installer Installation
Adding Community
Press Beecute to upgrade the following products,

Product Status Progress
MySOL Router8.0.11 Ready to Install

Installation

Click [Execute] to install or update the following packages

< Back | | Execute | | Cancel

Figure 45. Installation

MySQL router component is upgraded.
6  Click Next.
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M}rS{iﬁ. Installer Installation

Adding Compmunity

Press Execute to upgrade the following products,

Prl:lli'l.ll:tm Status Progress Motes
@] mysal Routeraon Complete i

Show Details »

Figure 46. Installation

7 On the Product Configuration screen, the MySQL router component is displayed.

Achieve high availability for MySQL InnoDB 51



8
9

Figure 47. Product configuration

MyS{i L. Installer

Adding Community

Product Canfiguration

Product Configuration

el nowe weall through a configuration wazard for each of the following products,

fou can cancel at any point if you wish to leave this wizard without configuring all the

products,
Product status
MySOL Router 50,11 Ready to Configure

Click Next to configure the MySQL router component.

On the MySQL Router Configuration screen, enter the hostname, port number, management user, and password.

52
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MySQL Router Configuration

[ Configure hySOL Router for InnoDB cluster,
This wizard can bootstrap the MySOL Router Ea route traffic bebwe en MyZ 0L applications and a

My E QL InnoDE cluster. Applications that connect to the router will be automatically directed to
an avallable BAA or RO member of the cluster.

Flease provide 3 connection fo the InhoDB duster below, In order to register the hMySOL Router
for monitoring, use the current Read Write instance of the cluster,

Hostname: I'iCL15EI.1 32.24

Management User: |rc-nt [

Password: [------- [

M5 QL Router requires specification of a base port [bebween 80 and 6§5532). This port is used for
classic readfwrite connections. The other pors must come sequentially after the base port. IT ary
pork belowr i3 indicated a3 bring unavailable, please change the base port,
Classic MySOL protocol connections to InnaDB cluster:

Read/Write:

fead Only: |ﬁ44?
kSOl ¥ Protocol connections to InnoDB custer

Readiniite: | B4

Read Only: |s.sug

Figure 48. MySQL Router Configuration

10 On the Apply Configuration screen, click Execute.
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MySQL. Installer

Apply Configuration
Press [Execute] to apphythe changes

MySOL Router 8.0.11

Configuration Steps | Lag

) Removing MySOL Router Windows service

Apnply Canfiguration

O Creating My30L Router configuration files

O Installing MySOL Router Windows service

Figure 49. Apply configuration

Click Finish.
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MySQL. Installer Apply Configuration

MySQL Router 8.0.11 The configuration operation has finished.
| Configuration Steps | Log |

& Rermoving MyS0OL Router Windows service
& Creating My30L Router configuration files

Configuration & Installing My20L Fouter Windows service

The configuration for MySOL Router 80,11 was successful,
Click on Finish o continue,

Figure 50. Apply configurations

12 On the Product Configuration screen, click Next.
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MySQL. Installer

Adding

Produwct | :'|"|1‘|E|I.r"11'| n] ]

Figure 51. Product configuration

Product Configuration

WYe'Il nowewalk through a configuration wizard for each of the following praducts,

Wou can cancel at any point if you wish to leave this wizard without configuring all the

products,

Status

Froduct
Configuration Complete,

ySOL Router 80011

The Installation Complete message is displayed.
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14

Ol Installer

MySQL:r. Installer Installation Complete

Adding Community

The installation procedure has been completed.

Copy Log ta Clipboard

Installation Cor :||.l|r.|.-:

Figure 52. Installation complete
Click Finish.

Browse to \ProgramData\MySQL\MySQL Router directory, and open the file mysglrouter.conf to check that the bootstrap property
with all the configured MySQL servers are part of cluster setup.

Achieve high availability for MySQL InnoDB
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E mysalrouter - Notepad [= =]

File Edit Format Wiew Help

h File automatically generated during MySQL Router bootstrap
[DEFAULT]

logging_folder=C: /ProgramData/MySQL/MySOL Router/log
runtime_folder=C: /ProgramData/MySQL/MySOL Router/run
data_folder=C: /ProgramData/MySQL/MySQL Router/data
keyring_path=C: /ProgramData/MySQL/MyS)L Router /fdata/keyring
master_key path=C:/ProgramData/MySQL/MySQL Router/mysqlrouter.key
connect_timeout=30

read_timeout=30

[Logger]
level = INFO

[metadata_cache:MySQLCluster]

router id=2

bootstrap_server_addresses=mysql://18.158.132.23:3306,mysql: //16.156.132.24:3306,mysql: //16. 158. 132.25 : 3366 I
EMYSgL_FOUCer 2_oq]6Lazm20ap

metadata_cluster=MySQLCluster

ttl=5

[routing:MySQLCLluster_default_rw]

bind_address=2.9.9.9

bind_port=6446

destinations=metadata-cache://MySQLCluster /defaultsrole=PRIMARY

< >

Figure 53. Bootstrap server address

Create database and users on MySQL InnoDB server

You must create the database and user accounts with administrator privileges on MySQL InnoDB server.
To create database on MySQL InnoDB server, run the following SQL commands:

Create Database stratus DEFAULT CHARACTER SET utf8 DEFAULT COLLATE utf8 unicode ci;

CREATE USER 'STRATUS'@'LOCALHOST';

CREATE USER 'STRATUS'Q@'IP ADDRESS';

SET PASSWORD FOR 'STRATUS'@'LOCALHOST' = PASSWORD <db_password>;

SET PASSWORD FOR 'STRATUS'@ <IP Address> = PASSWORD <db password>;

GRANT ALL PRIVILEGES ON *.* TO 'STRATUS'@<IP7Address> IDENTIFIED BY <db password> WITH GRANT
OPTION;

GRANT ALL PRIVILEGES ON *.* TO 'STRATUS'@'LOCALHOST' IDENTIFIED BY <db_password> WITH GRANT
OPTION;

(O | NOTE: Instead of IP Address, you can type the Wildcard for Network /Subnet or Multiple Single host entry where Wyse
Management Suite application server will be installed.




Achieve high availability on MongoDB

About this task
The following steps explain how to achieve high availability on MongoDB:

Steps

1

(@ N "GN \]

Install MongoDB—see Installing MongoDB.

Create replica servers—see Creating Replica servers.

Create Stratus users—see Creating Stratus user account.

Create root user—see Creating root user for MongoDB.

Edit MongoDB configuration file—see Editing MongoDB configuration file.

Install MongoDB

About this task
To install MongoDB on all the three nodes, do the following:

©) | NOTE: For information on installing MongoDB see—Install MongoDB

Steps

1
2

Copy the MongoDB installation files on a system.
Create two folders Data\log and data\db on a secondary drive other than Drive C.

TECE b

Home Share View

€l = 1 L » ThisPC » Local Disk(C:) » Data »
T Faverites L
Bl Deskiop i db
i Downloags I leg

= Recent plices

/% This PC

¥ Metwork

Figure 54. Data files

Go to the folder where you have copied the MongoDB installation files, and create a file mongod.cfg from the command prompt.


https://docs.mongodb.com/manual/tutorial/install-mongodb-on-windows/

SN A L

m Horme Share Wiews

(—I - 4 ‘ . » ThisPC » Local Disk (C:) » Program Files » MongoDB » Server » 34 »

. Favorites Name Date modified Type

B Desktop . bin 26-04-2017 13:27 File folder
& Downloads | | GNU-AGPL-3.0 01-02-2017 20:50 0 File
=] Recent places - mongod.cfg : 7 CFG File

mye " R

1% This PC || README 01-02-2017 20:5¢ File
|| THIRD-PARTY-NOTICES 01-02-2017 20:50 File

Gil Network

Figure 55. mongod.cfq file

4 Open the mongod.cfg file in a text editor, and add the following entries:
a SystemLog:destination: file
b path: c:\data\log\mongod.log
C Storage: dbpath: c:\data\db
5 Save the file.
Open command prompt.
7 Run the following command to start the MongoDB service:
a C:\MongoDB\bin>.\mongod.exe --config c:\Mongodb\mongod.cfg --install
b C:\MongoDB\bin>net start mongodb
The message MongoDB service is starting is displayed.
8  Change the working directory to \MongoDB\bin.
9  RunMongo.exe at the command prompt to complete the MongoDB installation.

Create replica servers for MongoDB database

You must create replica servers to avoid any system failures. The replica servers should have the capacity to store multiple distributed read
operations.

For more information to create replica servers, see Deploy a Replica Server Set at docs.mongodb.com/manual.

Create database user

Create an user, for example, DBUser using the Wyse Management Suite to access MongoDB.

®

NOTE: The database user and password are examples and can be created using a different name and password at your work
place.

Run the following command to create the DBUser:

db.createUser ( {

user: "DBUser",

pwd: <db password>,

roles: [ { role: "userAdminAnyDatabase", db: "admin" },
{ role: "dbAdminAnyDatabase", db: "admin" },

{ role: "readWriteAnyDatabase", db: "admin" },

{ role: "dbOwner", db: "DBUser" } ]

})


https://docs.mongodb.com/manual

Create DBadmin user for MongoDB

Login to the MongoDB using the user account created in the previous section. The DBadmin user is created with the administrative
privileges.

Run the following command to create the DBadmin user:

mongo -—-uDBUser -pPassword admin

use admin

db.createUser ( {

user: "DBadmin",

pwd: <DBadmin user password>,

roles: [ { role: "DBadmin", db: "admin" } ]

H)

Edit mongod.cfg file

You must edit the mongod.cfg file to enable the security for the MongoDB database.

1 Login to MongoDB as root user that you have already created and run the following command:
mongo -uroot -<root password> admin

2 Go to \data\bin\mongod.cfg directory, and open mongod.cfg file in a text editor.

3 Edit mongod.cfg file as shown in the following command:

| mongod - Notepad
“File Edit Format View Help

systemlog:
destination: file
path: c:\data\log\mongod.log

storage:

dbPath: c:\data\db
net:

port: 27017
security:

authorization: enabled

Figure 56. Edit mongod.cfg

systemLog:

destination: file

path: c:\data\log\mongod.log
storage:

dbPath: c:\data\db\Mongo
net:

port: 27017

security:

authorization: enabled

®| NOTE: The port numbers will change depending on the system at the work place.
4 Save mongod.cfg and exit.

Initiate replication on the servers

Ensure that you disable firewall on Windows and stop Tomcat servers if they are running.

1 Login to MongoDB as root user that you have already created and run the following command:

mongo -uroot -<root password> admin



Go to \data\bin\mongod.cfg directory, and open mongod.cfg file in a text editor.

Add the following three lines in the mongod.cfg file:
keyFile: c:\data\log\mongod.key.txt
replication:

replSetName: wms

File Edit Format View Help

bystemLog:
destination: file
path: c:\data\log\mongod.log
storage:
dbPath: c:\data\db
net:
port: 27017
security:
authorization: enabled
keyFile: c:\data\log\mongod.key.txt
replication:
replSetName: wms

Figure 57. Enabling security
4  Create mongod.key.txt file and copy on all the three servers.

@l NOTE: Ensure that the mongod.key.txt file content or key is the same in all the three servers.

File Home Share View
© - o L[ » ThisPC » LocalDisk(C) » Data » log | v | [ Searchlog
1 I

3¢ Favorites Mame Date modified Type Size
B Desktop I __ mongod.key 03-04-2018 00:57 Text Document 1KB
4 Downloads | . mongod 06-08-2018 12:56 Text Document KB |
ﬂ‘&! Recent places __| mongod.log.2018-08-06T06-28-34 06-08-2018 11:58 2018-08-06T06-28.., 1KB

1% This PC

ﬁ Network

Figure 58. Copy the mongod key file

5  After you copy the file, stop the mongod service by running the following command:

net stop mongodb

6  Start the mongod service by running the following command:
net start mongodb

Repeat the steps from 1 to 6 in all the tree nodes of MongoDB servers.

8 Initiate replication on the primary node of the MongoDB cluster logging in using DBadmin user and then run the following command:

rs.initiate () ;
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9  Check the replication status by running the following command:

rs.status () ;

e("2818-B8-B6THY?: 3.2352">.
Numh? rLo nq(1.
5" ¢ NumberLong( a.

las fCunmlttedOyIlme HIE 4
"ts" @ Timestamp{1533546742, 1>,
"t : MumbherLong¢

s a 2, 1>,
Lt A NnruherLong’

3.
“durab leppT ]';me "'T :

>

"members” = [
s

c from',

2 ] 98-96TA9 = 11 58Z">.
"configllersion"
“"self" : true

Figure 59. Replication status

10 Start mongod service and add the secondary nodes to the second and third nodes in the MongoDB cluster:
rs.add ("IPAddress2:27017")

rs.add ("IPAddress3:27017")

®| NOTE: The port numbers will differ based on the systems at your network and systems.

1 After you add the nodes in the MongoDB cluster, check the replication status by running the following commands for the primary and
secondary nodes:

rs.status () ;



1;te-f.."2E!19—E18—BE.TE1 a 189
MunberLon 1>,
.tInEervall“Iillis : NumberLong

tamp{1533547215. 1>,
MumberLong{12>
I1S0Date 18-6A8-86 23;152' ;

: Timestamp$1533546718, 2
] <("2018-08-B6TAT : 5

Figure 61. Secondary server status
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Achieve high availability for Teradici devices

Wyse Management Suite uses the HAProxy hosted on the Ubuntu server 16.04.1 LTS to perform load balancing between the EMSDK
servers. HAProxy is a load balancer proxy that can also provide high availability based on how it is configured. It is a popular open source
software for TCP/HTTP Load Balancer, and proxy solution which runs on Linux operating system. The most common use is to improve the
performance and reliability of a server environment by distributing the workload across multiple servers.

The following points explains how to achieve high availability for Teradici devices using HAProxy on Linux operating system:

There will be only one instance of Teradici server as part of high availability with Wyse Management Suite.

Teradici device support requires installation of EMSDK. EMSDK is a software component provided by Teradici that is integrated into
Wyse Management Suite. Wyse Management Suite Installer installs EMSDK can be installed on Wyse Management Suite server or on a
separate server. You need minimum of two instances of EMSDK to support more than 5000 devices, and all EMSDK servers should be
on remote servers.

Only one instance of EMSDK can be installer per server.
Teradici Device support requires a PRO license.
High availability of Teradici will be provided through HAProxy.

If Teradici server goes down, device will reconnect automatically to the next available EMSDK server.

Install and configure HAProxy

HAProxy which is the load balancer for ThreadX 5x devices is configured on Ubuntu Linux version 16.04.1 with HAproxy version 1.6.
Do the following to install and configure HAProxy on Ubuntu Linux system:

1 Log in to Ubuntu system using the user credentials used during the installation of Ubuntu operating system.

2 Run the following commands to install HAProxy
sudo apt-get install software-properties-common
sudo add-apt-repository ppa:vbernat/haproxy-1.6
sudo apt-get update

sudo apt-get install haproxy

3 Run the following command to take backup of the original configuration:

sudo cp /etc/haproxy/haproxy.cfg /etc/haproxy/ haproxy.cfg.original

4 Edit the HAProxy configuration file in a suitable text editor by running the following commands:
sudo nano /etc/haproxy/haproxy.cfg
Add the following entries in the configuration file:
Global section: Maxconn <maximum number of connections>
Frontend tcp-in: bind :5172
Back end servers: server :5172

maxconn <maximum number of connections per Teradici device proxy server>



® NOTE: Administrator must add additional back end servers beyond the total number of client’s capacity to have
seamless failover.

Save the changes to the haproxy.cfg file by typing CTRL+O.

The following text is a sample HAProxy configuration file:

global
log /dev/log local0
log /dev/log locall notice
chroot /var/lib/haproxy
daemon
#maxconn is maximum allowed connections
maxconn 60000
defaults
log global
mode tcp

timeout connect 5000ms

timeout client 50000ms

timeout server 50000ms

errorfile 400 /etc/haproxy/errors/400.http
errorfile 403 /etc/haproxy/errors/403.http
errorfile 408 /etc/haproxy/errors/408.http
errorfile 500 /etc/haproxy/errors/500.http
errorfile 502 /etc/haproxy/errors/502.http
errorfile 503 /etc/haproxy/errors/503.http
errorfile 504 /etc/haproxy/errors/504.http

frontend fe teradici 5172
bind :5172
mode tcp
backlog 4096
maxconn 70000
default backend be teradici 5172

backend be teradici 5172

mode tcp

option log-health-checks

option tcplog

balance leastconn

server emsdkl :5172 check server emsdk2 5172 check : timeout queue 5s timeout server
86400s

option srvtcpka

#frontend fe teradici 5172
#replace IP with IP of your Linux proxy machine bind Eg: 10.150.105.119:5172

#default backend servers

#backend servers

#Add your multiple back end windows machine ip with 5172 as port

# maxconn represents number of connection- replace 10 with limit # (below 20000)
# "serverl" "server2" are just names and not keywords

#server serverl 10.150.105.121:5172 maxconn 20000 check
#server server?2 10.150.105.124:5172 maxconn 20000 check

Validate the HAProxy configuration by running the following command:
sudo haproxy —-f /etc/haproxy/haproxy.cfg -c

If the confiration is valid, the message Configuration is Valid is displayed.

Restart HAProxy servce by running the following command:

Sudo service haproxy restart

Stop HAProxy by running the following command:

serviceSudo service haproxy stop



Install Wyse Management Suite server

Ensure that the following components are configured before you install Wyse Management Suite server:

Windows Failover Cluster on two Nodes
MongoDB Server is running with replica set
MySQL InnoDB Cluster set-up is running
MySQL Router isinstalled on the two Nodes

Do the following to install Wyse Management Suite server:

1 Launch the Wyse Management Suite installer screen.
2 Select Custom Type and Teradici EMSDK and then click Next.

3 Select the External MongoDB option (MongoDB Cluster with Replica set that you have created. For example, wms. Type the Remote
Primary Mongo DB server information, Port number, and MongoDB Username and password in the respective fields and then click
Next.

4 Select the External MariaDB option for MySQL. Use MySQL router address (Local Host if it is installed on Wyse Management Suite
server node).

®| NOTE: Ensure that the Stratus user account is created on MySQL server.

5  Type MySQL Router information in the External Maria DB Server fields with the port number. Type the MySQL database user
account information that you have created initially. The Port Selection screen is displayed with the port details. This port is used by
MySQL Router. The default port is 6466. However, you can also change the port number.

6  Type the user name that has administrative privileges and e-mail address with the Teradici EMSDK port number and CIFS user
account information.

7 Type the Destination Installation folder path and Shared UNC path for the local repository and then click Next. The message The
installation was successful is displayed.

@ | NOTE: The shared UNC path should be kept out of both the Windows Server where Wyse Management Suite
application is installed.

@ | NOTE: Before you install Wyse Management Suite application on Node 2, make sure to delete the ‘Data’ folder present
in the Wyse Management Suite Local Repository; which was created during installation on Node 1. After ‘Data’ folder is
deleted from the shared UNC WMS Local Repository path, you can install Wyse Management Suite Application in the
Node 2 of the Windows Cluster.



Install Wyse Management Suite on Windows
Server 201272016

About this task

To install the Wyse Management Suite on a private cloud, do the following:

Steps

1 Double-click the installer package.

2 On the Welcome screen, read the license agreement, and click Next.

3 Select the Setup Type you want to install, and click Next. The available options are:
Typical—Requires minimum user interaction and installs embedded databases.
Custom—Requires maximum user interactions and is recommended for advanced users.

4  Select the Setup Type as Custom, and click Next.

The Mongo Database Server page is displayed.
5  Select the External Mongo DB option. Enter user name, password, database server details, and the port details.
@l NOTE: The port field populates the default port which can be changed.

6  Enter the administrator credentials and email address information.

7 Enter the Teradici EM SDK port information and CIFS user account information.

8  Enter the destination folder path and shared UNC path for Local repository

9  Click Next.

10 Click Next until the message The Installation was Successful is displayed.

®| NOTE: Before you install Wyse Management Suite on server or node 2, make sure to delete the \Data folder from the
local repository which is created during installation on server or node 1.



Upgrade Wyse Management Suite version 1.3 to
14

Prerequisites

Ensure that the mongodb . seedList value in the bootstrap.properties file includes backslash character (\) in the list of Mongo
database servers. The bootstrap.properties file is at Tomcat-8\webapps\ccm-web\WEB-INF\classes, mongodb.seedList =
MongoDBServer1_IP\:27017, MongoDBServer2_IP\:27017, MongoDBServer3_IP\:27017.

re Wiew

This PC » Logal Disk (C:) » IPrugr-:rnFil-es » DELL » WMS » Tomcat-8 » webapps » com-web » WEE-INF » classes

hame Date modified Type e
P com 15-03-2019 17;23 File folcder
atg 15-03-2012 11:23 File fizlder
|| appgueve.properties 08-10-2013 15:22 PROPERTIES File 3 KE
"1 [ bootstrap.properties 15-03-20191%:25  PROPERTIES File ZKE |

k =l <] 7 bootstrap.properties - Motepad

=Rk

File Edit Format Yiew Help

Ll e jpa.connection. serverlame=localhost

mongodh . authenticationDatabaseName=admin

build. number=48383

dbcpTestOnBarrow=true

mongadb . write.aption=1

dbcpInitialsize~16

mongodb . socketKeepAlive=true
dbcpMinEvictableldleTimeMillis=12800088
public.cloud.url.us=httpsh://usl.wysemanagementsuite. com/ccm-web
mongodb. seedlList=18.158.132.46%:27017,18.158.132.47%:27817,10.150.132. 48\ : 27817
Jpa.connection.driver_class=org.mar J.aa'r]m:u: Lriver
sessionTimelone=+8% 08

Jjpa.connection. password=padCZlRZ9H+Y /Hs /7 383Ng Y=Y~
public.cloud.url.eushttpsy: //eul .wysemanagementsuite. com/com-web
jpa.connection.databaseName=-stratus

myexecutor.poolsize=188- 208

i
=] re

Figure 62. Prerequisite

Ensure that the primary (active) Mongo database server with read and write access is the first entry in the mongodb . seedList.
This is because the installer uses only the first entry as the primary server in the MongoDB cluster.

About this task
To upgrade Wyse Management Suite from version 1.3 to 14, do the following:

Steps
1 Double-click the Wyse Management Suite 14 installer package.
2 On the Welcome screen, read the license agreement and click Next.
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Dell Wyse Management Suite 1.4

Wyse Management Suite Installer

Welcome Welcome to Dell Wyse Management Suite
Upgrade o _
—— This wizard guides you to upgrade your setup to Dell Wyse Management

Suite 1.4 on your system.

By installing or using this product, you agree to the following:

Mall E | - e o k= o
Dell End User License Agreemert

Important Notice
Please see the Dell Wyse Managernent Suite Quick Start Guide to make sure that
your thin client devices have the correct version of the Wyse Device Agent to

communicate with the WH5 Cloud.

Figure 63. Welcome screen

3 On the Upgrade page, click Next to upgrade Wyse Management Suite .
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Dell Wyse Management Suite 1.4
i

‘ @ Wyse Management Suite Installer

v Welcome Upgrade

Upgrade _ _
Dell Wyse Management Suite 1.3 will be upgradad to 1.4

Please make sure WS console is closed for ensuring a smooth
upgrade.

Figure 64. Upgrade
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Dell Wyse Management Suite 1.4

@ Wyse Management Suite Installer

v Welcome Status

Upgrade

Stopping Dell WMS: Tomcat service...

Figure 65. Upgrade

4  Click Launch to open the Wyse Management Suite web console.
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Dell Wyse Management Suite 1.4

@ Wyse Management Suite Installer

v Welcome Upgrade Completed

v'  Upgrade

The upgrade was successful.

Figure 66. Launch

Next steps

Ensure that Tomcat-8 folder and subfolders are deleted, and Tomcat-9 folder and subfolders are created. Also, do the following:
— Ensure that Tomcat-9\webapps\ccm-web\WEB-INF\classes folders and subfolders are created.
— Ensure that Tomcat-9 service is added, and Tomcat-9 service is running.

— Ensure that the bootstrap.properties file is copied from Tomcat-8\ webapps\ccm-web\WEB-INF\classes folder to
Tomcat-9\webapps\ccm-web\WEB-INF\classes folder.

— Ensure that the mongodb . seedList value in the bootstrap.properties file includes backslash character (\) in the list of Mongo
database servers. The bootstrap.properties file is at Tomcat-8\webapps\ccm-web\WEB-INF\classes, mongodb.seedList =
MongoDBServer1_IP\:27017, MongoDBServer2_IP\:27017, MongoDBServer3_IP\:27017.

— Ensure that the primary and secondary MongoDB servers entries are present in the mongodb.seedList.

In the Windows Fail-over Cluster, if the status of the access point is down due to the unavailability of the Tomcat 8 service, do the
following:

a  Go to Failover Cluster Manager > Cluster > Roles > Access Point.
b Check the status of the Wyse management Suite related services, roles and access point.
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Figure 67. Access point

c Check the version of the Tomcat service. If the version of the Tomcat service is 8, you must manually remove Tomcat-
8 and add Tomcat-9 service into the Access Point.This is because, when you upgrade Wyse Management
Suite 1.3 to WMS 1.4, Tomcat-8 service is replaced with Tomcat-9.

d  Right-click the Tomcat-8 service, and then click Remove.
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Figure 68. Tomcat service removal

e  Add the Tomcat-9 service to the access point.
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Figure 70. Tomcat 9 service
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Post installation checks

Do the following to check the high availability for Wyse Management Suite version 1.4:

Launch the Wyse Management Suite administrator portal and check whether you can log in using the web interface.

Edit the bootstrap.properties file in the Tomcat server under the \Del\WMS\Tomcat-9\webapps\ccm-web\WEB-INF\classes folder
for MongoDB as follows:

mongodb.seedList = MongoDBServerl IP\:27017, MongoDBServer2 IP\:27017, MongoDBServer3 IP\:
27017

Log in to MongoDB and update bootstrapProperties table with Windows Cluster Virtual IP/Hostname of Access Point values for the
following attributes:

Stratusapp.server.url

Stratus.external.mgtt.url

Memcached. Servers
Mgtt.server.url

Do the following to make changes in the MongoDB and MySQL DB tables:

1

Log in to Mongo DB using Robo 3T and update Windows Cluster Virtual IP/Hostname of Access Point values in the
bootstrapProperties table with the following attributes:[]

Stratusapp.server.url

Stratus.external.mqtt.url

Memcached. Servers

Mqtt.server.url
Update the MySQL tables and restart the Tomcat on both the nodes. Manually update mysql database table to retain the Serverlp in
the ServersInCluster table to be active by running the following command:

Update serversInCluster set ServerIp = ‘<VIP address of Windows Cluster>’;

(| NOTE: Ensure that there is only one record in serversinCluster table and if there are more than one record, delete the
excess records.

Update queuelock set IpInLock = ‘<VIP address of Windows Cluster>’;

Connect the FQDN address of the access point to the Memecached registry on both nodes of the high availability setup using the
following paths:

Registry path—HKLM\SYSTEM\CurrentControlSet\Services\Memcached\
Image path—C:\Program Files\DELLAWMS\memcached\memcached.exe -d runservice -p 11211-1 <FQDN of Access Point> -U 0



Troubleshooting

This section provides troubleshooting information for Wyse Management Suite version 1.x for the cluster set up.

Problem: Where is the Wyse Management Suite log file located to check server installation issues.
Workaround: The log file is in the %temp% WMSlInstall.logfolder.
- Problem: Where is the Tomcat service related log file located to check the application related issues.

Workaround: If any of the node/server in the cluster does not work and fails to be part of the MySQL cluster do the following:

a  Reboot the cluster node and run the command var cluster = dba.rebootClusterFromCompleteOutage(); in the shell prompt.
b Reconfigure the local instance using the command dba.configureLocallnstance(‘root@ Server_IPAddress:3306'").

¢  Add the instnce back to the cluster using the command cluster.addinstance(‘root@Server_IPAddress:3306").

Problem: If any of the server or node in the cluster stops working and is not part of the MySQL InnoDB cluster.

Workaround: Perform the following steps at the command prompt:

var cluster = dba.rebootClusterFromCompleteOutage (); #Reboot the cluster instance
dba.configureLocalInstance ('root@Server IPAddress:3306') #Reconfigure the local instance
cluster.addInstance ('root@Server IPAddress:3306')#Add the cluster instance back to the network
My-SQL JS> cluster.rejoinInstance (“root@Server IPAddress”)

Problem: If the server IDs are same in all the nodes, and if we try adding instances in the Cluster, an error message ERROR: Error
joining instance to cluster is displayed.

7] ChProgram Files\MyZQL\MyE0QL Shell B.OAbinymysglsh.exe

N on sSera

uEQL [1A.158.

i new instance wi | ta the InnolB cluster a 1i on the anount aof
ht take fron a fe ndz tao J

PpobEIE 150,

his instance peports

the menbers of the GRE group.
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Figure 72. Error message



Workaround: Change the server ID entries in the my.conf file located in the \ProgramData\MySQL\MySQL Server 5.7 directory.

Figure 73. change server ID

File Edit

Format View Help

general_log file="23MYSQLO1.1log"
slow-query-log=1
slow_guery log file="23My3QL&Ll-slow.log”
long_query_time=16

# Binary Logging.
# log-bin

# Error Logging.
log-error="23MSQLE1. er*r""|

# Server Id.
server-id=1

Troubleshooting
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