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Introduction

Wyse Management Suite v1.1is the next generation management solution that lets you centrally configure, monitor, manage, and optimize
your Dell Wyse thin clients. The new Suite makes it easier to deploy and manage thin clients with high functionality and performance, and
ease of use. It also offers advanced feature options such as cloud versus on-premises deployment, manage-from-anywhere using a mobile
application, enhanced security such as BIOS configuration and port lockdown. Other features include device discovery and registration,
asset and inventory management, configuration management, operating system and applications deployment, real-time commands,
monitoring, alerts, reporting, and troubleshooting of endpoints.

This document provides a deployment strategy of Wyse Management Suite in a single virtual machine or server in private cloud to support
management of up to 120,000 devices.
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Hardware requirements

The following table lists the prerequisites to deploy Wyse Management Suite on a single server or virtual server on private cloud:

Table 1. Hardware requirements

Description 10000 devices or less 50,000 devices or less | 120,000 devices or Software repository
less
Operating system Microsoft Windows Server 2012 R2 or Microsoft Windows Server 2016 Supported language pack—English,
French, Italian, German, and Spanish.
Minimum disk space 40 GB 40 GB 200 GB 120 GB
Minimum memory 8 GB 16 GB 32 GB 16 GB
(RAM)
Minimum CPU 4 4 16 4

Requirements

Network Interfaces 1 1 4 1
(assigned IP addresses)

Network The Wyse Management Suite installer adds TCP ports 443, 8080 and 1883 to | The Wyse Management Suite
Communication Ports the firewall exception list. The ports are added to access the Wyse repository installer adds TCP
Management Suite console, and to send the push notifications to the thin ports 443, and 8080 to the
clients. firewall exception list. The
ports are added to access the
TCP 443—HTTPS communication operating system images and
TCP 8080—HTTP communication(optional) application images managed
o by Wyse Management Suite.
TCP 1883—MQTT communication The port 8080 should be
TCP 3306—MariaDB (optional if remote) blocked to ensure that the

communication with Wyse
Management Suite Server
can be achieved using
HTTPS only.

TCP 27017—MongoDB (optional if remote)

The default ports used by the installer, may be changed to an alternative port
during installation

Supported Browsers Internet Explorer version 11
Chrome version 58.0 and later
Edge browser on Windows—English only

Firefox version 52.0 and later

@ [NOTE:
Software can be installed on a physical or a virtual machine.

The software repository and the Wyse Management Suite server can have the same operating system.



Wyse Management Suite architecture

This chapter contains the installer components of the Wyse Management Suite.

The following are the Wyse Management Suite installer components:

WMS Web Application—Application Server that hosts Wyse Management Suite.
Memcached—Used to Cache data for performance and scalability.
MQTT—Used for push notifications to devices.

MongoDB—Database used for devices, configurations.

MariaDB—SQL Database for performance and scalability.

Web Browser Wyse ThinClients

HTTPS (Port 443} MQTT (Port 1883)

HTTRS [Port 443)

WMS Web Application

Mongo DB MySQL/MariaDB Memcached

Figure 1. Wyse Management Suite architecture
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Deployment architecture

This chapter contains the deployment architecture details for Wyse Management Suite v1.1.
The Wyse Management Suite v1.1 supports up to 1,20,000 connected devices.

The single server deployment solution is easy to maintain, and you have an option to deploy Wyse Management Suite, using multiple
servers depending on your deployment scenario.

You can also deploy customize your deployment for 50,000 devices or more number of devices depending on the deployment setup.

Deployment on a single server to support 50,000
devices and above

This section explains Wyse Server Management Suite deployment on a single server to support 50,000 devices and above.

The minimum hardware requirement on a single server for 50,000 devices is:

Table 2. Hardware specification

Application detail Hardware specification

Wyse Management Suite 1.1 4 CPUs, 16 GB RAM, 40 GB HDD

The following diagram explains deployment of Wyse Management Suite v1.1 on a single server.

WMS Server

Back End
MaTT

Memcached
Mango
Maria DB

Figure 2. Single server deployment — 50000 devices

Deployment on a single server to support 1,20,000
devices

This section explains Wyse Server Management Suite deployment on a single server to support 1,20,000 devices.

Deployment architecture



The minimum hardware requirement on a single server for 1,20,000 devices is:

Table 3. Hardware specification

Application detail

Hardware specification

Wyse Management Suite 1.1

16 CPUs, 32 GB RAM, 200 GB HDD

Figure 3. Single server deployment — 1,20,000 devices

FE MQTT Servers separated from the Wyse

Management Server

This section explains about the architecture of FE MQTT Servers separated from the Wyse Management Suite server. This approach
reduces the overhead on the Wyse Management Suite server in handling the number of TCP connections that needs to be supported.
Each of the FE MQTT servers may be deployed on a separate server or on a single server.

The minimum hardware requirements are:

Table 4. Hardware requirements

Application detail

Hardware specification

Wyse Management Suite 1.1

8 CPUs, 16 GB RAM, 200 GB HDD, 1 network interface

Each FE MQTT server deployed on separate servers.

4 CPUs, 8 GB RAM, 40 GB HDD, 1 network interface

FE MQTT Server deployed on a single server.

8 CPUs, 16 GB RAM, 80 GB HDD, 1 network interface

The following diagram depicts the architecture of FE MQTT Servers separated from the Wyse Management Suite server.

j _
e o =™

I Front End
marri

Memeached
Manga
MariaDi

Figure 4. FE MQTT Servers separated from the Wyse Management Suite server
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Deployment architecture with a separated database
server

This section explains about the deployment architecture of Wyse Management Suite with a separated database server. MongoDB and
MariaDB may be on the same server or on its own individual servers.

The following diagram depicts the deployment architecture of Wyse Management Suite with a separated database server.

H

Figure 5. Wyse Management Suite with a separated database server

Deployment architecture
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Deploying and configuring Wyse Management
Suite

This chapter describes the deployment and configuration of Wyse Management Suite v1.1 on a single server to support up to 1,20,000
devices.

The tasks involved in deploying Wyse Management Suite v1.1 on a single server are:

Preparing the server
Configuring DNS

Installing Wyse Management Suite v1.1

You need to perform the following steps to deploy Wyse Management Suite v1.1 on a single server to support 1,20,000 devices:

1 Login to your system using valid credentials. To check that the server has four network connections available, and get four IP
addresses that you can use to work with the server.

The following window is displayed.

& Network Connections
I = |
T Ed' o Metwork and Internet ¢ Network Connections » v O Search Metwork Connections 2 |
Organize = = » 7] &
-

Mame Status Device Mame Connectivity Metwork Category

E-: Ethernetl Wyh elab,com InteliR] 82374l II1.||:|.'. bit Metesgrk .,  Indernet 2ccess Ciomain mebwark

;‘; Ethernetl wyselab.com Intel(R) 82574 Gigabit Metwork .. Internet access Darmain metwark

:.r Ethernet2 wyselab.com Intel{R) 82574L Gigabit Metwork ... Intenmset access Domain metwork

"l;:;.lE Ethernets WS elab.com InteliR) B2574L i.-u._'|.‘. bit Mletweork ., Intemet access Diomain mebwork
< ] | »
4items -

Figure 6. IP address details

2 Configure each network connection with an IP address such that EthernetO has the primary IP address IPO that is used by the Wyse
Management Suite v1.1.

3 Assign Ethernet1, Ethernet2 and Ethernet3 with the remaining three IP addresses — IP1, IP2 and IP3 that will be used by front end
MQTT.

4 You must configure DNS and the server requires two DNS records. For example,
Xyz.wysemanagementsuite.com

Assigned with the primary IP address assigned to EthernetO.
This domain is used by devices to communicate with Tomcat over HTTPS.

Xyz-pns.wysemanagementsuite.com



Round robin between three other IP addresses assigned to Ethernet1, Ethernet2 and Ethernet3.

This domain is used by devices to hold a persistent connection with front end MQTT servers.
5  Download and install the latest Wyse Management Suite v1.1 for private cloud. The following components are installed as services:

a Tomcat

b Memcached
¢ Mosquitto

d MongoDB

e MariaDB

Mosquitto that is installed by the installer must be configured as the back end MQTT; front end MQTT can be installed manually.
Installer installs all the components at the following default directory.

Default installation directory is, Drive C:\Program Files\DELLA\WMS.

Topics:

Deploying front end Mosquitto

Deploying front end Mosquitto as a service

Configuring back end Mosquitto to connect with front end Mosquitto
Configuring front end Mosquitto in MongoDB

Remote repository

Managing Wyse Management Suite repository service

Deploying front end Mosquitto

Wyse Management Suite v1.1 can handle up to 50,000 devices with a single instance of Mosquitto installed by the installer which serves
both as front end as-well as back end Mosquitto. To support 1,20,000 devices, you need separate Mosquitto instances to handle the device
connections. Since each Mosquitto instance can handle most of 50,000 device connections, you need at least three front end instances to
handle 1,20,000 devices. Each of the three front end Mosquitto instances interacts through port 1883, and each instance will be bound to a
particular IP address. In order to install three new instances of Mosquitto, you need three new copies of Mosquitto deployment as explained
in the following steps.

1 Create three new directories inside Mosquitto folder as shown in the following entries.
C:\Program Files\DELL\mq1

C:\Program Files\DELL\mqg2

C:\Program Files\DELL\mqg3

Copy the contents in the directory C:\Program Files\DELLAWMS\Mosquitto to the folders created in the step 1.
Open the file in the directory C:\Program Files\DELL\mqg1\mosquito.conf in a text editor.

Uncomment the property bind_address, in the mosquito.conf folder, and update the entry as, bind_address <IP1>.

g DN NN

Start mq1 to confirm that it is running on IP1 with port 1883. Do the following to check that mq1is running on IP1:

a Open acommand prompt window.

b Go to C:\Program Files\DELL\mq1 directory.

¢ Run the command, Mosquitto.exe —c mosquitto.conf at the command prompt.

d Open the Powershell window, and run the command, PS> get-nettcpconnection -LocalPort 1883 at the command prompt.
6  Confirm that the service is running with following values:
LocalAddress=IP1

LocalPort=1883

State=Listen
7 Repeat steps 3, 4, 5 and 6 for mg2 and mg3 with IP2 and IP3 respectively to complete the process.



Deploying front end Mosquitto as a service

This section describes how to deploy front end Mosquitto as a service.

1 Open a Windows PowerShell window with administrator privileges, and run the following commands to create a service entry in the

registry and service database:
PS> sc.exe “Dell WMS: FE-MQTT1” binPath= “C:\Program Files\DELL\mqg1\mosquito.exe run”

PS> sc.exe “Dell WMS: FE-MQTT2" binPath= “C:\Program Files\DELL\mqg2\mosquito.exe run”

PS> sc.exe “Dell WMS: FE-MQTT3" binPath= “C:\Program Files\DELL\mqg3\mosquito.exe run”

2 Open Windows Local Services from Control Panel, and confirm the services are created as shown in the following screen shot.

Figure 7. Services

®

Services (including ‘Dell WMS: Mosquitto’) should be started or restarted manually from this window.

2 Senvices
File Action View Help
s mdc= Hm v anp
| 5 senices flocal = Sen!lm&{lutal} f
Diell WNES: FE-MOTT1 Mame = Desenipbion  Satus Statup Type  Log OnAs
SN el WhAS: FE-MQTTH Manual Local System
Start the service . Dell WM3: FE-MOTT2 Manual Losesd Systern
+ Dell WhS: FE-MQTTI Mariaal Lipscad Systemn

NOTE: The Startup Type is Manual , and the Mosquitto Services are started by running a script. None of the Mosquitto

Configuring back end Mosquitto to connect with front

end Mosquitto

This section explains how to configure back end Mosquitto to connect with front end Mosquitto.

1 Open the file in the directory C:\Program Files\DELL\WMS\Mosquitto\mosquito.conf in a text editor.
Uncomment the property bind_address, in the mosquito.conf folder, and update the entry as, bind_address <IP1>.
3 Go to the Bridges section of the document, and add the following entries in the section.
# connection <name>

#address <host>[:<port>] [<host>[:<port>]]

#topic <topic> [[[out | in | both] qos-level] local-prefix remote-prefix]
connection pnsO1

address <IP1>:1883

topic # out

connection pns02

address <IP2>:1883

topic # out

connection pns03



address <IP3>:1883

topic # out
4 Go to Windows Local Services and change the entry Dell WMS: Mosquitto service to start manually as shown in the following
window.
2 - ~ Services
| Fie Action View Help
s mEaz Bm »enp
| sevices (Locan | S ocal)
| Mwmg: mmn )  Mame 2 Description Status Starsp Type  Log OmiAs
DCOM Server Process Laun.. TheDCOM_.  Running  Autormnatic Local System
Stop the senvice o Dol VNAS: FE-BACITT Mlmnul Local Syztem
Rieskt the service 5 Dell WIMS: FE-MGTT2 Mhanisal Local Syztem
o, Dl WNAS: FE-BACITTS Fmnual Local Syztem
Descripticry: o, Dell WAS: MaeinDB MariaDE da... PRunning Automatic Metwork Sardce
MGTT v3.1 brokes o, Dol WIS memcached memcethe.. Funning  Automatic Lo«cal System
o Dl WIS: MongoD8 MongoDE .. Running At Local System
&1 D18 WS Mosquitts u Local System
o, Dl WHAS: Tomcat Service fipsche Tow,  Running m Local System
< Neaie e Aeenciatnn Sendices Frushle: nair... Manaal iTea... | ncal Saxéem

Figure 8. Start services manually

Configuring Mosquitto services startup script

This section explains how to configure Mosquitto services startup script.

1 Go to the directory C:\Program Files\DELL, and create a file mqttsvc.bat.
2 Open the file mqttsve.bat in text editor, and type the following entries into the file.
©@ECHO OFF

SETX -m MOSQUITTO_DIR "C:\Program Files\DELLAWMS\Mosquitto\mq1"
sc.exe start "Dell WMS: FE-MQTT1"

SLEEP 5

TIMEOUT /5

SETX -m MOSQUITTO_DIR "C:\Program Files\DELLAWMS\Mosquitto\mg2"
sc.exe start "Dell WMS: FE-MQTT2"

SLEEP 5

TIMEOUT /5

SETX -m MOSQUITTO_DIR "C:\Program Files\DELLAWMS\Mosquitto\mg3"
sc.exe start "Dell WMS: FE-MQTT3"

SLEEP 5

TIMEOUT /5

SETX -m MOSQUITTO_DIR "C:\Program Files\DELLAWMS\Mosquitto"

sc.exe start "mosquitto"
3  Save the mgttsvc.bat file.



4  Create a shortcut to the mqttsvc.bat file. This script is used to start all Mosquitto services when the server starts.

5  To configure Mosquitto Services Startup Script, go to Windows startup folder, and in the windows search window, type Shell:startup
as shown in the following screen shot.

[ =
‘Hwmulwpekbsom - Reraie Gokicp Cosreraon Manege 27 - =] *

File [dd ‘Seoion  Vew  Bsmcis Deitope Toech Hep

Search

Everywhere

Sheall:startup

z Shell:startup

Sgrver Manager wiindiows Fowarshell

Figure 9. Windows startup

The C:\Users\Administrator\AppData\Roaming\Microsoft\Windows\Start Menu\Programs\Startup directory is displayed.
6  Copy the shortcut of mqttsve.bat file into the folder.

7 Restart the server to confirm and test to confirm that four instances of Mosquitto are running on each of I1PQ, IP1, IP2 and IP3 on port
1883 as shown in the following steps.

a Open the Powershell window, and run the following command.

PS> get-nettcpconnection -LocalPort 1883
b Confirm that there are at least four services are running with the following values.
LocalAddress=IPO0, IP1, IP2, IP3

LocalPort=1883

State=Listen

Configuring front end Mosquitto in MongoDB

MongoDB has bootstrapProperties collection that has among various parameters to configure URLs for Tomcat to connect to back end
Mosquitto, and for devices to connect to front end Mosquitto. Installer by default would configure both parameters with back end
Mosquitto as most users would be running with a single instance of Mosquitto.

1 Open acommand prompt and navigate to C:\Program Files\DELLAWMS\MongoDB\bin directory.
2 Run following command at the command prompt.

>Mongo stratus -u stratus -p <mongodbPassword> -eval "db.bootstrapProperties.update({'name': 'stratus.external.mqtt.url'}, {'name':
'stratus.external.mqtt.url', 'value' : 'tcp://xyz-pns.wysemanagementsuite.com:1883' }, {upsert:true})"

3 Restart Tomcat Service identified in Local Services as Dell WMS: Tomcat Service.

Remote repository

Wyse Management Suite allows you to have local as well as remote repositories for applications, operating system images and so on. If the
user accounts are distributed across geographies, it will be efficient to have local repository for each of the distributed user account so the
devices can download images from its local repository. This flexibility is provided with WMS_Repo.exe software. The WMS_Repo.exe is a
Wyse Management Suite file repository software that helps to create distributed remote repositories which can be registered with Wyse



Management Suite. When you need remote repository to download Remote Repository software from Dell Digital Locker or from Wyse
Management Suite Portal from a public cloud, and install on the server/s where repository is required. The WMS_Repo.exe is available only

for Pro license subscribers only.
The server requirements to install Wyse Management Suite repository software are:

Windows 2012 R2 or Windows 2016 Server

4 CPU
8 GB RAM
40 GB storage space

Do the following to install WMS-Repo software:

1 Download WMS_Repo.exe file from Dell Digital Locker.
2 Log in as Administrator, and install WMS_Repo.exe on the repository server.
3 Click Next based on the following screens displayed to complete the installation.

Dell WMS Repository 1.1

@ Wyse Management Suite Repository Installer

Welcome to Dell Wyse Management Suite Repository

Welcome
Destination - . :

his wizard guides you through the complete installation of Dell Wyse
instal Management Suite Repetitary 1.1 8m your systam.

By installing or using this praduct, you agree to the following:

LRI EMND WIS LICENEE AQresme

Important Notice
Please make sure that your thin client devices have the correct version of the Wyse
Device Agent to communicate with the WMS Cloud.

Figure 10. Welcome message



v Welcome Destination

Dastination Select a destination where you want to install Dell Wyse Management Suite
Repository
Install

| k!\?mgrarn Files\DELL\WMSRepository

Figure 11. Destination folder detail

Dell WMS Repository 1.1

@ Wyse Management Suite Repository Installer

e Installation Campleted

v Destination

v Install

The installation was successful.

Figure 12. Installation complete

4 Click Launch to launch the WMS Repository registration screen on the web browser. This may take a few minutes for the web server
start before you start the browser.

16 | Deploying and configuring Wyse Management Suite
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Wyse Management Suite Repository

Registration
L Regester 10 Publc YWMS Manasgement Poral

VVMS Managomsend Fostal
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Repostory Lacaton

Vermon 1.1.0-3085

Figure 13. Repository detail

5  Click Register to start the registration. Select the Register to public WMS Management Portal if you are registering on the public
cloud.

. (D Cr————
)

p—

ragemont Sute Repository

Wyse Management Suite Repository

Registration
o Regster o Publc WS Management Potal

WM Server

WS Foeponons LRL
s AvTiskrg22 weysiiab com 443wens. e
———r

A e
Atvn Passesd

Frpontory Location

e 11905

~ Server 551 Certficates: Enuied S5L Contitcote Guide

Figure 14. Register on a public cloud

6  Enter the following details, and press Register.

Deploying and configuring Wyse Management Suite | 17
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Wyse Management Suite server URL

MQTT Server URL is optional unless you register with Wyse Management Suite v1.0
WMS Repository URL (update the URL with the domain name)

Wyse Management Suite administrator login username information

yse Management Suite administrator login password information

Repository path information

- ® O O T O

Wyse Management Suile Repesitory

Firgrraten

Figure 15. Registration details

If the registration is successful, the following window is displayed.
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Figure 16. Successful registration
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The following screen on the Wyse Management Suite portal confirms the successful registration of the remote repository.

Console Settings

Acten Durectory (D)

Dashboard Groups & Configs Devices Apps & Data Rules Jobs.

Fortal Administration — File Repositories

b User instrnctions

O Acthe  NameURL Last Chackin

. w  Local repastory - kg1 .
B o - s -

WS Flape - vekngi?
hitge TR wviab com 443

Figure 17. Successful registration on WyseManagement Suite portal

3 minasies ago

Evenis Users Portal &dministration

Wersion Files  Motes  Others

Comcurent File Downloads: &
Waks on LAN. Yes

Fast i Upkad & Downlsad (HTTP No
Corificat Wakdaton N

Wik 5

Comoument Fie Downloads: &

Wabs on LAN: Yes

Fast i Upkad § Downlsad (TP Ho
Corthicats Valdaton No

HTTPS is by default enabled with WMS_Repo.exe, and gets installed with the self-signed certificate. To install your own domain
specific certificate, scroll down the registration page to upload the SSL certificates, as displayed in the following window.

Deploying and configuring Wyse Management Suite
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L5 © htpsvnsing22w. £ - @ © || @ viyse Mamagement Suite Re... = | B

v Server SSL Certificates: nabled SSL Certificate Guide

Current Certificats

Issuad to: wimg2d wyselab com
Issued from: ymskmgZz wyselab com
Valid to: Novembes 11, 2117

PKCS-12 Key/Gertificate: Pair

Upload HTTPS PRS2 {phx, piZ). Apache intermediate conificate is needed for
1S px.

PKCS-12 file

o =a

Paceword for PKCS file

BRI BERR D

Intermediate cerificate @

_wyselab_com_intermediate.crt m

Figure 18. Uploading the certificate

10 The server restarts and the uploaded certificate is displayed as shown in the following window.

& |- R T [T ——————

v Server SSL Certificates; Enasiod SSL Certificate Guide
. S—

s=suad 1o; * wyselat com
sl froimic FABISSL SHAZSENCA -
Valid to: June & 2548

Key/Cerlificate Pair

Upload HTTPS PECS-12 (ple, p12) Apachs dllat: <artificate s nended for

NS pfx,

PKCS-12 file

Fassword for PKCS file

Intermediate cenificate @

Figure 19. SSL Certificate enabled

20 | Deploying and configuring Wyse Management Suite




1 If the Wyse Management Suite is enabled with self-signed or a private domain certificate, you can upload the certificate on the Wyse
Management Suite repository server to validate the Wyse Management Suite CA credentials, as displayed in the following window.

R | paips sz, O - @ || @) Wyse Managienent Suite Fe... * | 6

~ Trust Store Certificates

Trust stoe locabon:
C\Fmgiam Files\ELLUWRMEReposiionyjok 1.8 0_1 1 2grlbisecuitylcacerts

Upieaded Coriifcale Alias Mames:
Maong

Upload WMS Server certificate to trust store (CER format)
Cenificate

Upload

Figure 20. Trust store certificate

fr ok It

12 Navigate to the C:\wmsrepo location that you entered during registration, and you can see that the Wyse Management Suite
repository server has created several folders where all the repository files will be saved and managed.

Home  Share  Wiew

-\@ v 1'|Lp'lhisPC b LocalDisk (1) » wmsreps b repository »

S Faveres Name : Dete modified
B Desktop L. imageull 1252017 &350 PM
|8 Downloads L. iotGatewayApps 1205/2017 4:50 PM
“E] Recent places L. osimages 125/2017 450 PM

| rapPacksges 12/5/2017 4:50 P

1 ThisPC | scftwareTchpps 12/5/2017 4:50 PM
g Desktop . thinClentApps 1252017 450 PM
| Documents

Figure 21. Repository folder

Type

File folder
File folder
File felder
File fioldet
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Managing Wyse Management Suite repository service

Wyse Management Suite repository is displayed as Dell WMS Repository: Tomcat Service in Windows Local Services window and is

File Acion View Help
IEEEE RO

£, Senvices (Local)

Mame “ Description  Status L

Dell WMS Repository: Tomcat =
Service £ DCOM Server Process Launcher The DCOM...  Running

3 Dell WMS Repository: Tor c
£ Device Association Service Enables pair... L
O Device Install Sepvice Enables a c... Manual (Trig.. L

Apache Te..  Running
Stop the senvice

Restart the service

configured to start automatically when the server restarts. The service can be restarted as shown in the following window.
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Custom port configurations

Wyse Management Suite v1.1 uses the following port as the default port for the applications that is installed.

Apache Tomcat: 443
MariaDB database: 3306
Mongo database: 27017
MQTT Broker: 1883
Memcached: 11211

1 To use a non-default port for one or more of the above services, use Custom install option during Wyse Management Suite installation,
the option listed in the following screen allows you to use the local database for MongoDB and MariaDB or use the remotely installed
database.

2 The following set of screens allows you to change the default ports used by the installer during installation.

Topics:

Changing the port after Wyse Management Suite installation
Changing MQTT port

Changing MariaDB port

Changing the MongoDB database port

Changing the port after Wyse Management Suite
installation

This section explains how to change the port after installing Wyse Management Suite. Changing the ports after installation would be to
uninstall Wyse Management Suite and reinstall using Custom installation mode to change ports. If re-installation is not an option, the
following sections explains the procedure to change the ports manually.

To change the Tomcat service port, do the following:

1 Stop Tomcat service. The entry is identified by Dell WMS: Tomcat Service.
2 Edit the file C:\Program Files\Del\WMS\Tomcat-8\conf\server.xml in a text editor.

3 Find and replace all occurrences of port entry 443 with the port number you need to use. It is optional to change the references to
port 8443,

4 Save the server.xml file and exit.
Start the Tomcat service.

6  You must enter the port number in the URL (default port 443 can be omitted from the URL), For example, https://
xyz.wysemanagementsuite.com:553/ccm-web. The port specified in the URL should be used for both portal access and for device
registration.



Changing Memcached port

The Memcached port can be changed during Wyse Management Suite v1.1 installation. You must uninstall and reinstall to create a new
Memcached service. Dell recommends not to change the Memcached port detail after installation.

Changing MQTT port

1 Stop the Tomcat and MQTT services.
2 Configure Mosquitto to change the port based on the following steps.

a Edit the file C:\Program Files\Del \WMS\Mosquitto\mosquitto.conf in a text editor.
b Note the following entries:

# Port to use for the default listener

#port 1883
¢ Uncomment the port 1883 entry and change the port number to your preferred port. For example, port 2883.
d Save the file, and start the MQTT service.

Check the following entry to confirm that the MQTT service is running on the new port.

ps> get-nettcpconnection —LocalPort 2883
3 To configure Tomcat, do the following.

a Open a command prompt session, and navigate to cd C:\Program Files\DELLAWMS\MongoDB\bin.
b Run the following command at the command prompt.

>mongo stratus -u stratus -p <mongodbPassword> -eval "db.bootstrapProperties.update({'name": ' mqtt.server.url'}, {'name': '
mgqtt.server.url', 'value' : 'tcp://xyz-pnswysemanagementsuite.com:2883, 'isActive' : 'true!, 'committed' : 'true'}, {upsert:true})"

¢ Start Tomcat Service identified in Local Services as Dell WMS: Tomcat Service and re-register all the devices, so that the
MQTT URL is referring to the new port.

Changing MariaDB port

This section explains how to change the MariaDB port.

1 Start the Tomcat service and stop the MariaDB service. To configure the MariaDB, do the following:

a Edit the file C:\Program Files\Del\WMS\Database\SQL\my.ini in a text editor.
b Change the port number for both mysqgld and client to your preferred port. The port numbers should be of the same value. For
example,

[mysqld]

datadir=C:/Program Files/DELL/WMS/Database/SQL
port=3308

[client]

port=3308
¢ Save the file, and start the MariaDB service.
2 To configure Tomcat, do the following.

a Edit the file C:\Program Files\Del\WMS\Tomcat-8\webapps\ccm-web\WEB-INF\classes\bootstrap.properties in a text editor.
b Update the properties in the file with your preferred port number details. For example,

jpa.connection.url=jdbc\:mysql\://localhost\:3308/stratus?useUnicode\=true&characterEncoding
\=utf-8&usel egacyDatetimeCode\=false&serverTimezone\=America/Los_Angeles

jpa.connection.port=3308
c Save the file, and start the Tomcat service. Verifly that the services are running on the configured port. For example,



ps>get-nettcpconnection —LocalPort 3308

Changing the MongoDB database port

This section explains how to change the MongoDB database port details

1 Stop the Tomcat and MongoDB services.
2 To configure the MongoDB port entry, do the following.

a
b
c

Edit the file C:\Program Files\Del\WMS\MongoDB\mongod.cfg in a text editor.
Update the property in the file with your preferred port number. For example, port=27027.
Save the file, and start the MongoDB service. Confirm that it is running on the new port.

3 To configure Tomcat, do the following.

a
b
c

Edit the file C:\Program Files\Del\WMS\Tomcat-8\webapps\ccm-web\WEB-INF\classes\bootstrap.properties in a text editor.
Update the properties in the file with your preferred port number. For example, mongodb.seedList=localhost\:27027.

Save the file, and start the Tomcat service. Verify that the service is running on the required port. For example. ps>get-
nettcpconnection —LocalPort 27027.
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Maintenance

This chapter explains about the backup details for the database..

Database backup

Stop Tomcat Service before taking a backup of the database. Tomcat Service is identified as “Dell WMS: Tomcat Service” and must be
stopped from Local Services.

The following command will dump the contents of the MongoDB.

mongodump --host <mongodb_host> -u stratus —p <db_password> --db stratus --out "\wmsmongodump"
The following command will dump the contents of the MarioDB.

mysqldump --routine —h<mariadb_host> -ustratus —p<db_password> stratus > "\wmsdump.sql"

Database restore

Stop Tomcat Service before restoring the database. Tomcat Service is identified as “Dell WMS: Tomcat Service” and can be stopped from
Local Services.

The following command will restore the MongoDB. You must run the following command from the wmsmongodump directory — parent
directory of stratus database.

echo "db.dropDatabase()" | mongo -u stratus -p <db_password> --host <db_host> stratus mongorestore --host <db_host> -u stratus -p
<db_password> --db stratus "\stratus"

The following command will restore the MarioDB. You must run the following command.

mysql —h<db_host> -ustratus —p<db_password> -e''drop database if exists stratus; show databases;"mysql —h<db_host> -ustratus —
p<db_password> -e"create database stratus DEFAULT CHARACTER SET utf8 DEFAULT COLLATE utf8_unicode_ci;show
databases;"mysql —h<db_host> -ustratus —p<db_password> stratus < \wmsdump.sq|
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