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About this guide

This guide provides information regarding OpenManage Network Integration (OMNI) and the integration with different solutions.
It covers the following details:

Install and setup OMNI

OMNI automation for SmartFabric instance

OMNI automation for PowerEdge MX SmartFabric
OMNI automation for NSX-T

Lifecycle management

This document may contain language that is not consistent with current guidelines of Dell Technologies. There are plans to
update this document over subsequent releases to revise the language accordingly.

Text and Syntax Conventions

This guide uses the following conventions to describe text and command syntax.

Bold text Ul elements that you click or select

> (right angle Hierarchy of menu selections

bracket)

Keyword Keywords are in Courier (a monospaced font) and must be entered in the CLI as listed
parameter Parameters are in italics and require a number or word to be entered in the CLI

{X} Keywords and parameters within braces must be entered in the CLI

[X] Keywords and parameters within brackets are optional

x|y Keywords and parameters separated by a bar require you to choose one option

Related Documents

Use the following documentation set in addition to this guide:

Table 1. More resources

Related Documentation Link

Dell EMC SmartFabric OS10 User Guide SmartFabric OS10 Documentation
Dell EMC SmartFabric OS10 Installation, Upgrade, and
Downgrade Guide

e Dell EMC SmartFabric Services User Guide

Dell Technologies VxRail Documentation Dell Technologies VxRail Networking Solutions

Networking Solutions Support Matrix Support Matrix

PowerEdge MX Documentation PowerEdge MX Manuals and Documents

OMNI Documentation Dell EMC OpenManage Network Integration for VMware
vCenter
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https://www.dell.com/support/home/en-us/product-support/product/dell-emc-smartfabric-os10/docs
https://infohub.delltechnologies.com/t/vxrail-networking-solutions-1/
https://infohub.delltechnologies.com/l/networking-support-matrix-1/networking-solutions-support-matrix-1
https://www.dell.com/support/home/en-us/product-support/product/poweredge-mx7000/docs
https://www.dell.com/support/home/en-us/product-support/product/dell-openmanage-network/docs
https://www.dell.com/support/home/en-us/product-support/product/dell-openmanage-network/docs

Documentation Feedback

Dell Technologies strives to provide accurate and comprehensive documentation and welcomes your suggestions and
comments. You can provide feedback in the following ways:
e Online feedback form—Rate the documentation or provide your feedback on any of product documentation pages at

www.dell.com/support.
e Email—Send your feedback to networkingpub.feedback@dell.com. Include the document title, release number, chapter title,
and section title of the text corresponding to the feedback.

To get answers to your questions related to Dell Networking Solutions through email, chat, or call, go to Dell Technologies
Technical Support page.
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Change history

The following table provides an overview of the changes to this guide from a previous OMNI release to the OMNI 2.1 release.
For more information about the new features, see the respective sections.

Table 2. New in 2.1
Revision | Date Feature Description
AOO 2021-08-16 Bulk configuration Configure all types of networks,
routing profiles, server profiles,
and server interface profile for a
SmartFabric instance in bulk.
Configure multirack L3 VLAN Configure IP address for each
switch in a rack when configuring
multirack L3 VLAN networks.
OMNI NSX-T automation enhancement Automation support for BGP
route configuration in NSX-T
deployment.
e Add SmartFabric instance Usability enhancement to change
e Add OME-Modular instance the Maintenance mode for
e Add NSX-T instance SmartFabric, NSX-T, vCenter, and
e vCenter Maintenance mode OME-Modular instances.
Edit fabric default settings Edit the default fabric settings
that are created by SFS.
Set fabric and switch name Edit the names of rack, switches,
and their descriptions.
Topology Enhanced topology view.
Table 3. New in 2.0
Revision | Date Feature Description
A00 2020-12-16 OMNI automation support for PowerEdge MX SmartFabric OMNI manages fabric automation

for ESXi hosts deployed within the
Dell EMC PowerEdge MX solution.

OMNI automation support for NSX-T

OMNI supports fabric automation
for NSX-T Manager integration
with SmartFabric Services.

Register vCenter through OMNI Fabric Management Ul

Register vCenter instance using
OMNI Fabric Management Ul.

Install OMNI VM on ESXi server without vCenter

Deploy the OMNI appliance on a
VMware ESXi server using the
OMNI OVA file.

Relationship information

View relationship between the

vCenter and service instances

(SmartFabric, NSX-T Manager,
and OME-M instances).

OMNI SmartFabric instance overview

OMNI displays the summary
overview of key metrics such
as device status and health,
latest fabric events, and fabric
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Table 3. New in 2.0 (continued)

Revision

Date

Feature

Description

compliance errors for the
SmartFabric instance.

OMNI Home page enhancement

OMNI Home enhancement with
an option to add different service
instance separately.

Support for onboarding unknown server discovered
interfaces

OMNI supports dynamic
onboarding of unknown servers
that are discovered by
SmartFabric.

Configuration support for SmartFabric global settings

Configure the SmartFabric switch
services settings through OMNI
Fabric Management Ul:

e NTP
e DNS
e Syslog
o SNMP

OMNI Secure sign on support

Secure sign on enhancement for
OMNI.

vCenter Enhancement Linked mode

OMNI support for vCenter
Enhanced Linked mode.

Fabric events

View latest fabric events for each
SmartFabric instance.

Configure docker private network settings

View and configure docker private
network settings on the OMNI
appliance.

Fabric compliance

View fabric compliance status and
the recommended action for each
SmartFabric instance.

Change history




Overview of OMNI, SFS, VxRail, and
PowerEdge MX

This section provides an overview of Dell EMC OpenManage Network Integration (OMNI), SmartFabric Services (SFS), and
integration of SFS with VxRail and PowerEdge MX.

SmartFabric Services

SmartFabric Services (SFS) is an automation framework that is built into Dell EMC SmartFabric OS10, to integrate converged
and hyperconverged infrastructure systems. These solutions deliver autonomous fabric deployment, expansion, and life cycle
management.

SFS enables converged infrastructure (Cl) and hyperconverged infrastructure (HCI) for system administrators to deploy and
operate the network fabric for the infrastructure solution as an extension of the solution being deployed. This integrated
network fabric is built using industry-standard protocols adhering to the best practice recommendations for that solution, and is
interoperable with existing data center networks deployment.

There are two types of SFS:

1. SFS for Leaf and Spine — supported on selected Dell EMC S-series and Z-series PowerSwitches.
2. SFS for PowerEdge MX — supported on PowerEdge MX switches.

For more information regarding supported switches, see SmartFabric OS10 Support Matrix.

For more information about SFS initial setup for leaf and spine, enable SFS, creating fabric settings, SFS personalities, and
solution-specific details, see Dell EMC SmartFabric Services User Guide available in SmartFabric OS Product page.

OpenManage Network Integration

Dell EMC OpenManage Network Integration (OMNI) is a management application that is designed to complement SFS, providing
a web-based Ul for operating one or more automated network fabrics deployed using SFS (called SmartFabric instances).

OMNI is delivered as a virtual appliance which can be deployed as:

e A stand-alone virtual machine enabling a web portal to manage one or more SmartFabric Instances
e An external plug-in for VMware vCenter. When deployed as a plug-in for VMware vCenter, OMNI enables:

o Zero-touch automation of physical underlay network fabric running SFS corresponding to changes in the virtual network
layer

o Extension of vCenter Host Network Inventory data to include physical switch connectivity details for easy monitoring and
troubleshooting

o A single pane of management for one or more SmartFabric instances through the OMNI portal pages that are embedded
within vCenter

VxRail SFS integration

Dell EMC VxRail integrated with SFS automates and simplifies networking for VxRail hyperconverged infrastructure deployments
and ongoing network operations. As hyperconverged domains scale, the network fabric becomes the critical piece of successful
deployment. VxRail integration with SFS allows customers to deploy network fabrics for VxRail clusters as an extension of the
VxRail clusters without extensive networking knowledge. The network fabric is automatically configured for the VxRail nodes as
the operators deploy their VxRail clusters.

Key benefits

e Faster time to production
o Plug and play fabric formation for VxRail.
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o VxRail Manager automatically creates fabric policies for VxRail nodes.

o SmartFabric automates all fabric functions.
e Integrated life cycle

o Fabric creation, expansion, and maintenance follow the VxRail application model.

o HCI fabric operations are fully managed through VxRail Manager or vCenter.
e Better infrastructure visibility

o Tight integration between VxRail appliance and Dell EMC ON-Series PowerSwitches.
e Improved SLA

o Fully validated software stack.

o Protection from human-error due to predictable and repeatable HCI fabric experience.
e Enhanced support experience

o World-class Dell EMC HCI and fabric services.

o Fabric that is integrated into VxRail services and support experience.

Required components

Dell EMC PowerSwitches supporting SmartFabric Services.

Dell EMC SmartFabric OS10 for PowerSwitch models.

Dell EMC OpenManage Network Integration (OMNI).

Dell EMC VxRail hyperconverged nodes when deploying VxRail integrated solution.
VMware vCenter internal to VxRail cluster or existing vCenter in customer environment.

See the SmartFabric OS10 Support Matrix for the latest software releases that support the VxRail and SmartFabric Service
integrated solution.

Supported switches

Table 4. Supported switches for VxRail-SFS

PowerSwitches Switch role VxRail node connectivity options

S41M2F-ON Leaf (top of rack) or spine 10 GbE
S412T-ON
S4128F-ON
S4128T-ON
S4148F-ON
S4148T-ON

S55212F-ON 10 or 25 GbE
S5224F-ON
55248F-ON
S5296F-ON

S5232F-ON Spine Can be used as a leaf switch with ports that are
connected to VxRail nodes broken out to 10GbE
or 25GbE

o 79264F-ON Spine —
e 79432F-ON

S4248FB-0ON, S4248FBL-ON switches are supported for solutions without VxRail.

PowerEdge MX integration

Dell EMC PowerEdge MXis a unified, high-performance data center infrastructure providing the agility, resiliency, and efficiency

to optimize a wide variety of traditional and new emerging data center workloads and applications. As part of the PowerEdge
MX platform, Dell EMC SmartFabric OS10 includes SmartFabric Services which is fully integrated with the MX platform.

In MX platform, a SmartFabric is a logical entity that consists of a collection of physical resources, such as servers and switches,

and logical resources such as networks, templates, and uplinks. The OpenManage Enterprise - Modular (OME-M) console
provides a single interface to manage these resources as a single unit.

Overview of OMNI, SFS, VxRail, and PowerEdge MX
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Key benefits

e Data center modernization
o 1/0 aggregation.
o Plug and play fabric deployment.
o Single interface to manage all switches in the fabric.
e Lifecycle management
o SmartFabric OS10 updates across the fabric.
o Automated or manual rollback to last well-known state.
e Fabric automation
o Physical topology compliance.
o Server networking managed using templates.
o Automated QoS assignment per VLAN.
o Automated storage networking.
e Failure remediation
o Dynamically adjusts bandwidth across all interswitch links when there is a link failure.
o Automatically detects fabric misconfigurations or link level failure conditions.
o Automatically heals the fabric on failure condition removal.

When PowerEdge MX switches are in SmartFabric Services mode, they operate entirely as a Layer 2 network fabric. Layer 3
protocols are not supported. For more information about MX switches, see MX documentation.

SFS and OMNI supported solutions

OMNI 2.0 and later version with the SmartFabric Services OS10 release supports the following qualified solutions. See the
Solutions Support Matrix for the latest supported versions for all the qualified solutions.

Table 5. Qualified solutions

Qualified Solutions Dynamic discovery |Onboarding type vCenter/Day 2 automation
VxRail Yes Automatic Yes

PowerkEdge MX NA NA Yes

PowerStore X (ESXi) Yes Import from Fabric or vCenter Yes

PowerStore T Yes Import from Fabric No

Isilon front-end/PowerScale | No Manual No

Other devices running ESXi No Import from vCenter or Manual Yes

Other devices running No Import from Fabric Yes

Windows or Linux-based

Operating Systems

®| NOTE: In PowerEdge MX, the servers are discovered and onboarded through OME-Modular.

NOTE: Other devices can be supported provided they meet the industry Ethernet standards and are compatible with
SmartFabric-enabled switches.

Dynamic Discovery - Devices that support dynamic discovery send a Dell-specific LLDP TLV. Supported devices are
automatically populated in the SFS Ul and OMNI by MAC address, switch, and switch port number for onboarding to the
fabric. Devices that do not send the Dell-specific LLDP TLV must be manually added to the fabric.

Onboarding - Onboarding is the process of adding devices to the fabric through the creation of server interface profiles.

For VxRail, the SFS and VxRail Manager automates the onboarding process. PowerStore systems support dynamic discovery
and you can onboard the server using the Import from Fabric option in OMNI, see Import SmartFabric discovered server
interfaces. Hosts running ESXi may be onboarded using the Import from vCenter option in OMNI only if the hosts are already
connected to vCenter. For more information, see Import ESXi host profiles from vCenter. Other devices are manually onboarded
by specifying the switch and switch port number for each interface, see Create server interface profile.

vCenter/Day 2 Automation - Port groups that are created in vCenter are automatically applied to the applicable host-
connected ports on the switch. The host must be running ESXi, added to the vCenter, and have a server profile that is created
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in OMNI. For the automation to work, register OMNI with the vCenter and ensure to start the respective OMNI vCenter
automation services.
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OpenManage Network Integration

OpenManage Network Integration (OMNI) enables configuration of SmartFabric Services (SFS) that integrates with VMware
vCenter for fabric automation of the physical network infrastructure corresponding to the virtual network operations within
vCenter. OMNI also serves as a front-end management application for managing one or more service instances, enabling
administrators to manage and operate one or more network fabrics that are deployed with SFS.

The SFS REST service is started on the master. Applications consuming or integrating with SFS use this REST service for

fabric operations. Communication is performed with the fabric using the IPv6 VIP assigned to the SFS master, or using the IPv4
out-of-band Management IP of the master. A default REST_USER account is created to authenticate all REST queries. The
default password is admin, and Dell Technologies recommends changing the password through VxRail Manager or OMNI. OMNI
communicates with SmartFabric REST Services through REST_USER account only. In OMNI, use Change SmartFabric password
to change the REST_USER account password.

OMNI virtual appliance

The OMNI virtual appliance is delivered as an open virtual appliance (.ova extension) file. Deploying an OMNI OVA template
allows you to add preconfigured OMNI virtual machines to vCenter Server or ESXi inventory.

The OMNI OVA file can be downloaded from the Dell EMC OMNI for VMware vCenter support portal. OMNI virtual machine
deployment is tested and supported only on the VMware ESXi hypervisor, even though it is expected that the OVA could be
deployed in other x86 hypervisors.

OMNI deployment

Deploying an OVA template is similar to deploying a virtual machine from a template. You can deploy an OVA template from any
local file system accessible from the vSphere web client, or from a remote web server.

Table 6. OMNI deployment

OMNI VM system vCenter Server Network VxRail Management OMNI access
requirements (OMNI VM Network 1 - Network (OMNI VM
ens160) Network 2 - ens192)
Optional in non-VxRail
deployment
e Virtual hardware version: | Out-of-band (OOB) In-band link-local network— | @ vCenter HTML5 (/ui)
vmx-14 management network Provides reachability to plug-in; click OpenManage
e Compatible: ESXi 6.7 and | e Provides reachability to SmartFabric link-local network Network Integration link.
later DNS, default gateway, and | for IPv6 VIP reachability e OMNI stand-alone Ul:
e 4 virtual CPUs; 8 GB where OMNI obtains the https://OMNI_IP or
memory; 80 GB hard disk IP address or hostname FQDN/ using admin user
e Provides reachability to e SSH to OMNI VM IP
Management network address or FQDN as
(vCenter IP address admin user
or FQDN, SmartFabric e OMNI VM console using
Management IP address or vCenter or ESXi admin or
hostname) root user
VxRail default: vCenter Server | VxRail default: VxRail
network Management network

@ NOTE: Even when OMNI is deployed in-band, Dell Technologies recommends setting up connectivity with the out-of-band
Management network of the switches in the network fabric to separate management traffic with user data traffic, and also
to enable faster image downloads to the switches.
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Maximum supported instances

A single OMNI VM instance supports:

Table 7. Number of supported instances

Entities Number of instances supported by OMNI
vCenter 10

SmartFabric instances 15

OME-Modular instances 2

NSX-T Manager 1

Install OMNI virtual appliance using vCenter

This information describes how to deploy the OMNI appliance on a VMware ESXi hypervisor using the OMNI OVA file, and
create a virtual machine (VM).

@l NOTE: The OMNI plug-in or SmartFabric Services user interface does not provide localization.

When upgrading OMNI from an older version to 2.0 or later, follow the instructions that are provided in Upgrade OMNI
appliance.

Download and install OVA

1. Download the OMNI release package from OpenManage Network Integration support locally, and extract the OVA image and
README files from the release package .

2. Validate the code signed OVA image according to the instructions in README file in the release package. If the signature is
invalid, contact Dell EMC Technical Support for a valid signed image.

3. In the vSphere Client, select Hosts and Clusters, right-click the cluster
that the plug-in must manage, and select Deploy OVF Template.

vm vSphere Client

[ Actions - vxRail-Datacenter

g @ -Datacenter = actions~
—_— 1] Add Host..
v (5 vestvxrail.cl Monitor ~ Configure ~ Permissions  Hosts & Clusters ~ VMs  Datastores  Networks  Updates
%) New Cluster..
v [ VxRail-Dat ~
CP! Free: 155.11 GH;
~ [ VxRallM  New Folder »| Hosts 3 PU + 1GHz
G ¢ Virtual Machines: 13 Capacity: 165.98 GHz
& VM98 pistributed Switch »| Clusters 1 )
[ vxhos . Networks: 23
[ vxhos {5 New Virtual Machine... Datastores: 4 Usad: 162.7 GB

Storage

G nsxm, 13 Deploy OVF Template...

£ NSty Used: 1.91 T8 Capacity: 479 T8
Binsxmy ~ Storage > . J

3 OMNI it Detauit VM Compatibility...

& omnl butes ~ Tags ~

5 OMNI #2 Migrate VMs to Another Network... o

BOMNI  Move To.. =

51 OMNI

& OMNI Rename...

5 VMwz Tags & Custom Attributes 4

& VMwi

Add Permission...
£ VMwi
G VxRal  Alarms > i B
No items to display
X Delete >

Recent Tasks Update Manager > A
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4, Select Local file, click Choose Files, select the OMNI ova file from a local source, and click Next.

16

Deploy OVF Template Select an OVF template

Select an OVF template from remote URL or local file system

2 Select a name and folder O URL

® Local file

| UPLOAD FILES OMNI-2.1.45.0va

| 1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your
computer, such as a local hard drive, a network share, or a CD/DVD drive.

CANCEL NEXT

Edit the virtual machine name and select a location for the VM, and click Next.

Deploy OVF Template Select a name and folder
Specify a unigue name and target location
| 1 Select an OVF template Virtual machine name: OMNI-2.1
2 Select a name and folder
Select a location for the virtual machine,

M [} VxRail-Datacenter

CANCEL

‘ BACK ‘ NEXT

OpenManage Network Integration




6. Select the destination compute resource, and click Next.

Deploy OVF Template Select a compute resource X

Select the destination compute resource for this operation

1 Select an OVF template w |_]‘| VxRail-Datacenter

[E]] VxRail-Virtual-SAN-Cluster-26af1681-e553-497d-9¢71-39116588c9¢cd

2 Select a name and folder

3 Select a compute resource

Compatibility

- Compatibility checks succeeded.

CANCEL | BACK NEXT

7. Review and verify the template details. You must acknowledge by ignoring the warnings clicking Next.
P

Deploy OVF Template Review details %

Werify the template details.

1 Select an OVF template & The OVF package contains advanced configuration options, which might pose a security risk. Review the
advanced configuration options below. Click next to accept the advanced configuration options.

2 Select a name and folder
£ The certificate is self-signed. lonore  lanore All

3 Select a compute resource

4 Review details

/N The certificate is not trusted. lgnore  lanore All

Publisher dellemcnetwork-appliance (Invalid certificate)
Download size 26 GB
Size on disk 6.4 GB (thin provisioned)

0.0 GB (thick provisioned)

Extra configuration virtualhw productcompatibility = hosted
nvram = ovf/file/file2

CANCEL | BACK NEXT
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8. Accept the end-user license agreement (EULA), and click Next.

Deploy OVF Template

1 Select an OVF template
2 Select a name and folder
3 Select a compute resource

4 Review details

5 License agreements

License agreements b

Congratulations on your new Dell EMC purchase!

Your purchase and use of this Dell EMC product is subject to and governed by the Dell EMC Commercial Terms of
Sale, unless you have a separate written agreement with Dell EMC that specifically applies to your order, and the
Dell End User License Agreement (EULA), which are each presented below in the following order:

* Commercial Terms of Sale

* End User License Agreement (EULA)

The Commercial Terms of Sale for the United States are presented below and are also available online at the
website below that corresponds to the country in which this product was purchased.

By the act of clicking "l accept,” you agree (or re-affirm your agreement to) the foregoing terms and conditions,
To the extent that Dell Inc. or any Dell Inc.'s direct or indirect subsidiary ("Dell") is deemed under applicable law to
have accepted an offer by you: (a) Dell hereby objects to and rejects all additional or inconsistent terms that may
be contained in any purchase order or other documentation submitted by you in connection with your order; and
(b) Dell hereby conditions its acceptance on your assent that the foregoing terms and conditions shall exclusively

| accept all license agreements.

CANCEL BACK | NEXT

Select the VSAN datastore for the configuration and disk files, and click Next.

Deploy OVF Template

1 Select an OVF template
2 Select a name and folder
3 Select a compute resource

4 Review details

5 License agreements

6 Select storage

Select storage b

|| Lisdie 310rade ues 100 WS VIrlual macnneg

Name T Storage Con v Capacity T Pt
B 6WRIOW20000000-01-01-service-datastorel - 193.5 GB 1
B 6WR20W20000000-01-0l-service-datastorel - 193.5 GB 1
B 6WR30W20000000-01-01-service-datastorel - 1935 GB 1
B 6WRZZV20000000-01-01-service-datastorel - 193.5GB 1l

i | 5 items

Compatibility

~ Compatibility checks succeeded.

CANCEL l BACK

10. Select a destination network for each network source, and click Next. The VxRail Management Network must be
assigned to the VxRail internal Management network. The default VLAN ID for this network is 3939. The vCenter
Server network must be connected to the port group where the vCenter Server is reachable for deployment of

18
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the OMNI plug-in. If you are using a standalone generic ESXi host deployment, you can skip this step.

1

4

5

6

Deploy OVF Template

Select an OVF template

Select a name and folder

Select a compute resource

Review details

License agreements

Select storage

7 Select networks

Select networks

Select a destination network for each source network.

Source Network

Destination Network

vCenter Server Network VxRail Management-26af1681-e553-497d-9¢ 71-39116588¢9¢d v
VxRail Management Network vCenter Server Network-26af1681-e553-497d-9¢ 7f-39116588c9¢d ~
il | 2 items

IP Allocation Settings

IP allocation:

IP protocol:

Static - Manual

1Pv4

CANCEL I BACK

@ NOTE: Ensure that the source and destination networks are mapped properly. Any misconfiguration may cause

connectivity issue between vCenter and OMNI.

11. Click Finish to start creation of the VM.

N
Deploy OVF Template Ready to complete X
Click Finish to start creation.

1 Select an OVF template

Name OMNI-2.1
2 Select a name and folder

Template name OMNI-2,1.45
3 Select a compute resource Download size 26GB

Size on disk 20.0 GB
4 Review details ;

Folder WxRail-Datacenter
5 License agreements

Resource VxRail-Virtual-SAN-Cluster-26af1681-e553-497d-9¢ 71-39116588¢9¢d
6 Select storage Storage mapping 1

. All disks Datastore; VxRail-Virtual-SAN-Datastore-26af1681-e553-497d-9¢71-39116588¢9¢d; Format: As d
7 Select networks .
efined in the VM storage policy
8 Ready to complete Matwnrk manninn
cancer [ eack | m
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Power on OMNI| VM

Recent Tasks

Alarms

o VxRail-Virtual-SAN-Cluster-26af1681-e553-497d-9¢ 7f-39116588c9cd

Summary Monitor Configure Permissions Hosts VMs Datastores MNetwarks
Services » System

Configuration >

Licensing »

146 AM

vCenter Mode:

ACTIONS ¥

Updates

Helpful Information

1. Click Recent Tasks and scroll to the bottom of the window to view the status, and wait for the deployment to finish.

2. Select the OMNI VM you want to power on, and select Actions > Power > Power On.

vm vSphere Client

o 2 8 @

v [ vestyxrail.cluster2
~ [§ VxRail-Datacenter
v [l VxRail-Virtual-SAN-Cluster-...
[, vxhostOl.st.vxrail.cluster2
[@ vxhostOZz.st.vxrail.cluster...
[, vxhostO3.st.vxrail.cluster2
&R nsxmgrol
R nsxmgro2
R nsxmgro3
5 OMNI
51 OMNI-1.3.24
(1) OMNI-1.3.24_websegment
() OMNI-2.0.43
(1 OMNI-2.0.43_Auto
51 OMNI-2.0.45
53 OMNI-2.0.81-DM

Recent Tasks Alarms

B VMware vCenter Server .. .

Admin|

(11 OMNI b & 5 B ACTIONS v
1 Actions - OMNI .
Summary Monitor Configure Permiss e Lindates
Power »| B Power On
Guest OS: Other
Compatibility: ESXi 6 Guest 0S i
VMware Tools: Not ru
Powered Off Snapshots » 00
More i
DNS Name: & Open Remote Console
IP Addresses:
I i
Host: vxhos| G Migrate... ]
Launch Remote Console @ Clone >
Fault Tolerance >
VM Hardware VM Policies >
> CPU 4 CPU(s) Template >
) Attributes
> Memory [lecB.oGBmem  Compatibility ,
> Hard disk 1 80 GB Export System Logs... e HA
> Network adapter 1 vCenter Server Nety (G Ediit Settings.. Response
Move to folder... hd

CPU USAGE

O Hz
MEMORY USAGE
OB

STORAGE USAGE

6.12 GB

»
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3. Select Launch Web Console.

vm vSphere Client Menu v

g @9

a @

v [P ve.stxrail.cluster2
» [ VxRail-Datacenter
[[A vxRail-virtual-SAN-Cluster-d368e9db-188f..
[4& vxhostOl.st.vxrail.cluster2

[4 vxhostO3.st.vxrail.cluster2

3 Nsxmgro1

1 B i

(p nsxmgro2

Cp Nsxmgro3

(5 OMNI

(51 OMNI-1.3.24

(51 OMNI-1.3.24_websegment

(51 OMNI-2.0.43

(51 OMNI-2.0.43_Auto

51 OMNI-2.0.45

{5 OMNI-2.0.89

3 OMNI-2.0.96-DM

5 VMware vCenter Server Appliance
{3 VMware vCenter Server Platform Servic
5 VMware vRealize Log Insight

5 VxRail Manager

—o vxhostO2.st.vxrail.cluster2 (Not respondi..

& OMNI

Summary Monitor

VM Hardware

CPU

Memory

Hard disk 1

Network adapter 1

Network adapter 2

Configure

Guest OS:
Compatibility
VMware Tools!

DNS Name:
IP Addresses:
Host:

=

e

4 CPU(s)

Permissions

Administre

Datastores Networks Updates

Other (32-bit)

ESXi 6.7 and later (VM version 14)

Not running, version:10346 (Guest Managed)
More info

vxhostOl.st.vxrail.cluster2

~ Notes

Custom Attributes

| 8B, 0GB memory active

80 GB

vCenter Server Network

d368e

b95944ad71b2 (connected)

VxRail Manageme

188f-48¢

8f-48¢2-afb9

9-b95944ad71b2

vSphere HA

Failure

Host failure

Proactive HA

nt-d368e9db Hostlsolation

Datastor h Permanent ..

Datastore v All Paths D

SPHERE.LOCAL v

MEMORY USAG

0B
STO E USAGE
16.38 GB
Response
v Restart

0 Auto

@

Set up OMNI

This information describes how to log in to the VM console, and also explains the OMNI vCenter setup.

Log in to VM console

Configure OMNI through the VM console after completing the authentication step. By default, the VM console automatically

closes after 10 minutes, but can be customized.

1. Enter admin for both the default username and password.

+ 4

2. Ifitis a first-time login, the system prompts for password change.

After the passwords are successfully updated, self-signed certificates are created. You can change the certificates later with
OMNI management menu options, see Generate and Install SSL certificate.

OpenManage Network Integration
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®| NOTE: The sudo password is the same as the password set for the admin user.

)

NOTE: Root user is disabled by default. To set the password to enable root user, use the OMNI VM console CLI menu. You
can only access root user through the console.

Setup OMNI

This information describes how to set up the OMNI appliance with the required network interface configurations.
®| NOTE: The OMNI initial configuration setup can be performed using the vCenter OMNI VM console only.

Dell Technologies recommends checking the docker private network setting before setting up OMNI to avoid any conflict with
any of the external networks to which OMNI is connected.

The OMNI default docker IP address is 172.16.0.1/25. If there is a network conflict, OMNI cannot communicate with the other
entities. The conflicts occur when:

The ens160 and ens192 interfaces have |IP addresses assigned from the docker private network (172.16.0.0/25).

e Any external entity such as vCenter instance, SFS instance, OME-Modular, NSX-T has IP address that is assigned in the
docker private network.

e OMNI is connected to a larger network in which one or more subnetworks IP range overlaps with the docker private
network.

To avoid the conflict, change the docker private network setting, see Configure docker private setting.

Network interface profile configuration

1. Select 0. Full Setup.

R R R R R R R R R R R R R AR R R AR AR R R R R AR AR R AR
Welcome to Dell EMC OpenManage Network Integration (OMNI) management

R R R R R R R R R R R AR AR AR AR R AR R AR AR R AR R R A

Menu

£ 0OMN =

Full
Show v
configuration menu
ment ice menu
L configuration menu
1 de appliance
Reboot appliance
Show EULA
Logout

o N

0 -J

Enter selection
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2. Select Edit a connection, then click OK.

NetworkManager TUI

Please select an option

Edit a connectior
Activate a connection
Set system hostname

Quit

Edit a connection menu displays edit option of Bridge interface docker0 and Veth interfaces,
apart from ens160 and ens192. Do not modify any configuration of the docker0 or Veth interfaces as it can
lead to OMNI appliance failure or unexpected OMNI behavior.

3. Select Wired connection 1, then click Edit.

Ethernet <Add>

Wired connection 1

Wired connection 2
Bridge
dockero0 <Delete>

<{Back>

4. Verify Ethernet (ens160) is connected to the vCenter reachable
network, then change the Profile name to vCenter Server Network.

1 Edit Connection |

Profile name
Device

+ ETHERNET
Disabled

+ IPvd4 CONFIGURATION| Automatic
¢+ IPv6 CONFIGURATION| Link-Local

[¥] Automatically co
[¥] Available to all

<Cancel> <0K>

5. Change the IPv4 configuration from Automatic to Manual from the drop-down.



@ NOTE: If you are using a stand-alone generic ESXi host deployment and if DHCP services are running on the
Management network subnet, use the default IPv4 vCenter server network configuration which uses automatic IP
address assignment using DHCP. During this scenario, set the IPv4 configuration to Automatic.

1 Edit Connection |

Profile name
Device

+ ETHERNET <Show>
¢ IPvd4 CONFIGURATION <Manual> [<Hide>]
Addresses PEEEENS <{Remove>
<Remove>
<Remove>
Routing (No custom routes) <Edit...>
Never use this network for default route
Ignore automatically obtained routes

Ignore automatically obtained DNS parameters

Require IPv4 addressing for this connection

¢+ IPv6 CONFIGURATION <Ignore> <Shouw>

[%] Automatically connect
[X] Available to all users

<Cancel> <0K>

6. Click Show to the right of IPv4 configuration, then click Add.

7. Set the Manual IPv4 address with subnet mask information, Gateway address, DNS servers, Search Domains, then click Edit
to the right of Routing.

®| NOTE: Ensure that the IPv4 address is set with subnet mask in the prefix-length (/xx) format.
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8. Select Ignore for the IPv6 configuration and click OK.

1 Edit Connection f

Profile name
Device

+ ETHERNET

IPv4 CONFIGURATION <Manual>
BhDINEE 16, 1.1.41/24

Gateway JIN
DNS servers

Search domains B
Routing (No custom routes) <Edit.

Never use this network for default route
Ignore automatically obtained routes

Ignore |
4 IPv6 CONFIGURATION| Automatic

Automatic (DHCP-only)
[¥] Automatically co| Link-Local

[¥] Available to all| Manual

<Shouw>
<Hide>
<Remove>
<Remove>

{Remove>

-0

Ignore automatically obtained DNS parameters

Require IPv4 addressing for this connection

<Cancel> <0K>

You are now ready to continue configuration.

@ NOTE: If you are not connecting the OMNI VM to a SmartFabric local-link, ignore this part as it not applicable and you are

ready to activate the connection profile.

1. Select Wired connection 2, and click Edit.

Ethernet

dockero

<Add>
KEdit. . D]
<Delete>

<Back>




2. Rename Profile name to VxRail Mgmt Network.

] Edit Connection |

¢+ ETHERNET <Show>

+ IPvd4 CONFIGURATION ESIVRdsli=ne! <Show>
+ IPv6 CONFIGURATION <L1nk LDEal) <Show>»

[¥] Automatically connect
[¥] Available to all users

<Cancel> <0K>

@ NOTE: The VxRail Mgmt network (ens192) setting is relevant only for VxRail deployment with IPv6 autodiscovered
instance. Configuring ens192 interface is not required for non-VxRail environment.
3. Select Disabled for the IPv4 configuration.

1 Edit Connection |

S SR <rail Mgmt network__
Device [NHSHESHEH-H

4+ ETHERNET <Show>
4+ IPv4 CONFIGURATION| Automatic <Shouw>
4 IPv6 CONFIGURATION| Link-Local <Show>
Manual
[¥] Automatically co| Shared
[¥] Available to all

<Cancel> <0K>

4. Select Link-Local for the IPv6 configuration.

1 Edit Connection f

Profile name
Device [§

¢+ ETHERNET

+ IPv4 CONFIGURATION
¢+ IPv6 CONFIGURATION

[¥] Automatically co
[¥] Available to all

Ignore
Automat ic

Automat ic (DHCP—onli)

Manual

{Cancel> <0K>




B. Click Edit to the right of Routing, and click Add.

1 Edit Connection |

Profile name EGEERENE(IaI=Rallss S
Device :0E:25 (en:

+ ETHERNET <Shouw>

+ IPv4 CONFIGURATION <Disabled> <Show>
+ IPv6 CONFIGURATION <Link-Local> <Hide>
Addresses <Add...>
Gateway
DNS servers <Add...>
Search domains <Add...>
Routing (No custom routes)

Ne
Ig
Ig| Destination/Prefix Next Hop Metric
No custom routes are defined.

Re

<Cancel> <0K>

[¥] Auto
[¥] Avai

<Cancel> <DK>

6. Enter the custom route as fde1:53ba:e9a0:cccc::/64, and click OK.

1 Edit Connection |

Profile name
Device 8

+ ETHERNET <Show>

4+ IPvd CONFIGURATION <Disabled> <Show>
+ IPv6 CONFIGURATION <Link-Local> <Hide>
Addresses <Add...>
Gateway
DNS servers <Add...>
Search domains <Add...>
Routing (No custom routes)

Next Ho Metric
* I Renove>

<{Cancel> <0K>

<Cancel> <0K>




7. One custom route is now configured, click OK.

1 Edit Connection |

Profile name {EIsCBE!
Device [

+ ETHERNET

+ IPvd4 CONFIGURATION <Disabled>
+ IPv6 CONFIGURATION <Link-Local>
Addresses <Add...>
Gateway
DNS servers <Add...>
Search domains <Add...>
Routing One custom route <Edit...>
Never use this network for default route
Ignore automatically obtained routes
Ignore automatically obtained DNS paramet

[¥] Automatically connect
[¥] Available to all users

ErS

Reguire IPv6 addressing for this connection

<Show>

<Show>

<Cancel> <0K>

8. Click Back to activate the connection profiles

Ethernet
Vxrail Mgmt network
voenter 3 er

dockero

<{Delete>

<Back>

Activate connection profiles

®| NOTE: To populate DNS entries automatically, deactivate and active eac

h profile.




1. Select Activate a Connection, and click OK.

NetworkManager TUI

Please select an option

Edit a connection
Activate a connect ior
Set system hostname

Quit

@ NOTE: If you change while editing a connection, you must deactivate then activate the connection for the respective
interface profile.
2. Select the vCenter Server Network profile, and click Deactivate. Repeat for VxRail Mgmt Network.

Ethernet (ens160) <Deactivate>

server network

Ethernet (ens13S2)
* Vxrail Mgmt network

Bridge (dockero)
* docker0

<Back>

3. Select the vCenter Server Network profile, and click Activate. Repeat for VxRail Mgmt Network.

Ethernet iensl&Oi Deactivated

Ethernet (ens132)
* VxRail Mgmt Network

Bridge (dockero)
* docker0




4, Click Back, select Set system hostname, and click OK.

NetworkManager TUI

Please select an option

Edit a connection
Activate a connection
Set system hostname

5. Enter the hostname for OMNI, and click OK.

NetworkManager TUI

Please select an option
| set Hostname |

Hostname [slilght

<Cancel> &Y

®| NOTE: If you are setting the hostname of OMNI, ensure that you have the DNS entry for the hostname.

6. The hostname is now set. Click OK.

Set hostname to 'omni'
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7. Click Back, and OK to exit the network management Ul.

NetworkManager TUI
Please select an option
Edit a connection

Activate a connection
Set system hostname

8. Enter a valid NTP Server IP address or hostname, and click Enter.
9. Enter n to not install the SSL certificate from remote server. When you enter n, the self-signed certificate that is created
locally is installed.

®| NOTE: To install a new certificate, see Generate and install SSL certificate.

®| NOTE: If the NTP Server is not configured, the OMNI appliance VM synchronizes with the ESXi server time zone.

Install OMNI application on ESXi server without
vCenter

Starting from 2.0 release, you can install a remote OMNI instance on ESXi server without vCenter. Use this feature when
you want to install OMNI independently (without vCenter), and manage SFS. For example, use this feature to install OMNI to
manage SFS in Isilon deployment.

This information describes how to deploy the OMNI appliance on VMware ESXi server using the OMNI OVA file.
Prerequisite

e The supported version of the ESXi server is 6.7 or later.
e ESXi server should have the expected hardware profile to install OMNI .ova file, see OpenManage Network Integration.
e Use Chrome or Mozilla Firefox browser.

Download and Install OVA on ESXi server

1. Download the OVA from OpenManage Network Integration support, and store the OVA image locally.

OpenManage Network Integration
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2. Login to the ESXi server.
vmware ESXi’

root@100.94.120.13 | Help ~

| g ngos-r720-02

FREE: 56.6 GHz
2%

CAPACITY: 57 6 GHz

(%) Manage with vCenter Server | 31 Create/Register VM | [fig Shut down [l Reboot | (3 Refresh | £ Actions i‘PU

ngos-r720-02 USED: 966 MHz

| Version
» (31 Virtual Machines State:

[ storage Uptime:

g_ Networking

6.7.0 Updale 2 (Build 13006603)
Normal (connected to vCenter Server at 100.94.211.141)
12255 days

MEMORY FREE: 203.56 GB
20%

USED: 52.41 GB CAPACITY: 255.96 GB
STORAGE FREE: 217 T8
32%

USED: 1.01 TB CAPACITY: 317 TB

@ This host is being managed by vCenter Server. Actions may be performed automatically by vCenter Server without your knowledge. 4} Actions

~ Hardware | + configuration

Manufacturer Dell Inc, Image profile (Updated) ESXi-6.7.0-20190402001-standar

d (VMware, Inc.)
Model

'+ @ cPU

PowerEdge R720

vSphere HA state Not configured

24 CPUs x Intel{R) Xeon(R) CPU E5-2695 v
2@ 2.40GHz

255.96 GB

» vMotion Supported

K Memory

~ System Information
il Persistent Memory |

Dateftime on host Monday, November 09, 2020, 13:47:46 UTC

s [l \firtiinl floch

[Z] Recent tasks

root@100.94.120.13 ~ | Help = |

| “I% Navigator () ngos-r720-02 - Virtual Machines

- ﬁ Host
Manage

#51 Create / Register VM | ¢ Refresh ;_)Q Search

Monitor

O

.. Virtual machine v Sfatus v Used space ~  GuestOS Host name ~ | HostCPU  ~ Hostmemory

@ Virtual Machines
[ storage
Q_ Networking

& ngos-dhcp

. (31 test-vM
. (31 Squid%20Test

@ Nor...
@ Nor...
@ Nor...

17.08 GB
16 GB
80 GB

Ubuntu Linux (32-bit)
Ubuntu Linux (32-bit)
Ubuntu Linux (64-bit)

Unknown
Unknown

Unknown

3 MHz
0 MHz
0 MHz

796 MB
omMmB
omMB

{51 OMNI-3.2.dev_NGCI_10
{51 OMNI-1.3-DEMO

39.06 GB
7.16 GB

oMB
omMB
omM8
oMB
omB
omMB
oMB

@ Nor...
@ Nor...
& Nor...
© Nor...
@ Nor...
& Nor...
@ Nor...
 Nor...
@ Nor...
© Nor...

Other (32-bit)
Other (32-bit)

Unknown 0 MHz
0 MHz

0 MHz

Unknown
% Cumulus

51 Yocto%20+%20Hob
51 OMN-install

51 OMNI-1.3.26

. (51 OMNI-EngOps-Test
. (9 busterbuild-lab-01

. [ busterbuild-lab-02

8.48 KB Debian GNU/Linux @ (...  Unknown

8.48 KB Debian GNU/Linux 10...  Unknown 0 MHz

8.48 KB Debian GNUiLinux 10...  Unknown 0 MHz

39.06 GB Other (32-bit) Unknown 0 MHz

531 GB Debian GNU/Linux 10...  Unknown 0 MHz

332.09 GB Debian GNU/Linux 10...  busterbuild-lab-02 401 MHz 32.14 GB

316.09 GB Debian GNU/Linux 10...  busterbuild-lab-01 529 MHz 16.11 GB

oMB

DOPPPPPREPRPAD

. (3 cumulus-hw13 Unknown Debian GNU/Linux 8 (...  Unknown 0 MHz

Quick filters... 13items

|Z] Recent tasks
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Select the creation type as Deploy a VM from an OVF or OVA file and click Next.

# New virtual machine

b4 1 Select creation type

Select creation type
2 Select OVF and VMDK

How would you like to create a Virtual Machine?
3 Select storage

Create a new virtual machine

Deploy a virtual machine from an OVF or OVA file

Register an existing virtual machine

This option guides you through the process of creating a
virtual machine from an OVF and VMDK files.

Finish Cancel

Enter a name for the VM and upload the OVA file from a local source, and click Next

3 New virtual machine - OMNI-2.0

" 1 Select creation type

Select OVF and VMDK files

2 Select OVF and VMDK files Select the OVF and VMDK files or OVA for the VM you would like to deploy

3 Select storage

Enter a name for the virtual machine.
OMNI-2.0

Virtual machine names can contain up to 80 characters and they must be unigue within each ESXi instance.

X (@ OMNI-2.0.68.0va

Finish Cancel
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6. Select storage for VM configuration files and virtual disks and click Next.

¥ New virtual machine - OMNI-2.0

+ 1 Select creation type Select storage

¥ 2 Select OVF and VMDK Select the storage type and datastore
B4 3 Select storage

4 License agre, -
g Standard Persistent Memol

Select a datastore for the virtual machine's configuration files and all of its' virtual disks.

Name Capacity ~ Free v~  Type ~ | Thinpro...~ Access

Datastore-63 3.17TB 217 T8 VMFS6 Supported Single

1 items

Back Finish Cancel

7. Accept the EULA license agreement and click Next.

3 New virtual machine - OMNI-2.0

+ 1 Select creation type Waiver and Severability. Failure to enforce a provision of this EULA will not constitute a waive

¥ 2 Select OVF and VMDK .3.  HModifications. This EULA may only be modified in writing signed by both parties; provided, howeve
v 3 Select storage

- Governing Law and Jurisdiction. If You obtained the Software directly from Dell, then the governi
4 License agreements

Subject to Section 13.4 D and 13.5, if You are domiciled in the United States or Canada: (1) thi:
Subject to Section 13.4 D, if You are domiciled outside of the United States or Canada: (1) this
In any event, neither the U.N. Convention on Contracts for the International Sale of Goods, nor t
If You are an individual consumer, this Section 13.4 does not deprive You of the protection affor
Dispute Resolution and Binding Individual (non-class) Arbitration. This Section only applies if \
Third Party Rights. Other than as expressly set out in this EULA, this EULA does not create any r

Entire Agreement. You acknowledge that You have read this EULA, that You understand it, that You

Rev.09Sept2@

I agree |

Finish Cancel

8. By default, OMNI VM OVA has dual NIC adapters. Use only one network if you deploy OMNI VM as an independent entity
without vCenter. You can disable VxRail management network (ens192). Select the disk provisioning and power options, and

click Next.
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51 New virtual machine - OMNI-2.0

¥ 1 Select creation type Deployment options
¥ 2 Select OVF and VMDK Select deployment options
+ 3 Select storage

+ 4 License agre
) Network mappings

L4 5 Deployment options vCenter Server Network  vCenter Server Network

6 Rg VxRail Management Network

vCenter Server Network
Disk provisioning @ Thin O Thick

Power on automatically

Finish Cancel

You can select Power on automatically checkbox to power on the VM after the installation.

9. Ready to complete page displays the summary of the settings that are configured
so far. Review and verify the settings and click Finish to complete the installation.

3 New virtual machine - OMNI-2.0

1 Select creation type Ready to complete

2 Select OVF and VMDK Review your settings selection before finishing the wizard
3 Select storage

] Product OMNI-2.0.68
6 Ready to complete VM Name OMNI-2.0
Files OMNI-2.0.68-disk1.vmdk
Datastore Datastore-63
Provisioning type Thin

Network mappings vCenter Server Network: vCenter Server Network,VxRall Management Network
vCenter Server Network

Guest OS Name Unknown

' \ Do not refresh your browser while this VM is being deployed.
ey

Finish Cancel

Set up OMNI

To log in to the VM console and set up OMNI configurations:

1. Follow the steps provided in the section Set up OMNI to log in to the VM.

2. Configure Wired connection 1 (ens160) interface with the ESXi management IP address. Set the IPv4 configuration from
Automatic to Manual from the drop-down and enter the required IP address details along with the subnet ask and gateway
information. Set the IPv6 configuration for the interface to Ignore. See ens160 interface configuration steps from Set up
OMNI.

@l NOTE: Wired connection 2 (ens192) interface setup is not required for non-VxRail deployment.

3. By default, ens160 interface is activated. If you change while editing a connection, you must deactivate then activate the
connection for the ens160 interface.
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OMNI appliance console CLI menu

This information describes the menus available to the admin SSH user through the console.

Table 8. OMNI appliance console CLI menu

Menu option

Submenu option

Description

1. Show version

Display OMNI virtual appliance and plug-
in version.

2. Interface configuration menu

0. Config Docker Private network

Display default OMNI docker private

network information. Also configure

docker private network information.

(D|NOTE: OMNI default docker private
subnet is 172.16.0.1/25.

—_

. Show interfaces

Display OMNI network interface
configuration.

2. Show connection status

Display OMNI network interface
connection status.

3. Configure interfaces

Configure OMNI network interfaces
using Network Manager user interface
including OMNI Management IP,
gateway, DNS entries, search domains,
routes, OMNI hostname, and so on.

4. Show NTP status

Display OMNI network time protocol
(NTP) server status.

5. Configure NTP server

Configure OMNI NTP server. Enter
remote NTP server IP or hostname. It
is recommended that you use the
server hostname.

6. Unconfigure NTP server

Unconfigure OMNI NTP server.

7. Start NTP server

Start OMNI NTP service, and enable
NTP service.

8. Stop NTP server

Stop OMNI NTP service.

9. Exit

3. OMNI management service menu

1. Start OMNI management service

Start OMNI web and database essential
services.

2. View OMNI management service

Display status of OMNI essential
services.

3. Stop OMNI management service

Stop OMNI essential services.

4. Restart OMNI management service

Restart OMNI essential services.

5. Create support bundle

Create OMNI support bundle archive and
save to download location.

(D|NOTE: Dell Technologies
recommends using the OMNI
appliance management user interface
to generate and download support
bundle.

6. Change application log level

Display current log-levels, and configure
DEBUG or ERROR log-levels.
(D|NOTE: Dell Technologies
recommends using the OMNI
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Table 8. OMNI appliance console CLI menu (continued)

Menu option

Submenu option

Description

appliance management user interface
to change log level of needed
services.

7. Exit

4. Password or SSL configuration

1. Change appliance password

Change appliance admin user password.

2. Change root password

Assign password of application root user;
root user is disabled by default, and is
required to set the password first to
access the root user. Root user is only
accessible using the vCenter OMNI VM
console.
Changing the system
state from the Linux shell
can result in undesired and
unpredictable system behavior.
Only use Linux shell commands
to display system state and
variables, or as instructed by Dell
EMC Support.

3. Generate self-signed SSL certificates.

Replace existing OMNI appliance self-

sign certificate.

(D|NOTE: After SSL certificate
installation completes, you must re-
register OMNI with the vCenter.

4. Install SSL certificates from remote
server.

Replace OMNI certificates with the

certificate that is on the remote server

using SCP or FTP.

(D|NOTE: After SSL certificate
installation completes, you must re-
register OMNI with the vCenter.

5. Exit

5. Upgrade appliance

Upgrade the OMNI appliance.

(D|NOTE: Verify the OMNI version-
specific upgrade instruction before
upgrading, see Upgrade OMNI.

6. Reboot appliance

Reboot the OMNI appliance.

7. Show EULA — Display the OMNI end user license
agreement (EULA).
8. Logout — Log out as the admin user.

Generate and install SSL certificate

OMNI Management menu has options to generate self-signed SSL certificates or install SSL certificates from remote server.

Generate self-signed SSL certificate

To generate a self-signed SSL certificate:
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1. From the OMNI management menu, enter 4 to go to the Password/SSL configuration menu.
R R R R R R R R R R R R A R R R AR R AR AR RR R AR R
Welcome to Dell EMC OpenManage Network Integration (OMNI) management
B R R R R R R R R R R R R R R R R AR R R

Menu
Full setup
Show version
Interface configuration menu
OMNI management serwvice menu
L configuration menu
ade appliance
Reboot appliance
Show EULA
Logout

N AWM = O

|

|

Enter selection [0 - 8]: 4_
2. Enter 3 to generate self-signed SSL certificates. OMNI VM displays confirmation for
replacing the existing certificate and key with the newly created certificates and keys.

Password/s/SSL configuration menu
Change appliance password
Change root password

¢ned SSL certificates
Install SSL certificates from remote server
Exit

1.
=
O
4.
5

Enter selection [1 - &

Existing Certificate and Key will be repl
2020-07-31 01:51:20 INFO [setup.sh]

T i b
writing new private key to

e is 65537 (0x010001)

Signature ok

subject=C = US, ST = CA, L = Santa Clara, 0 = Dell, OU = networking,
CN = dellemcnetwork-appliance,

emailAddress = noreply@dell.com

Getting CA Private Key

omni_nginx

press [enter] to continue...

@ NOTE: If the OMNI stand-alone Ul is open when generating a new self-signed SSL certificate, you must log out from
OMNI stand-alone Ul and log in again before you unregister and re-register the vCenter.

3. Unregister the vCenter using OMNI stand-alone Ul. After you unregister the vCenter, ensure that the OMNI plug-in is
removed from vCenter. If not, log out and log in the vCenter to confirm that the plug-in is removed.




4. Register the vCenter again using OMNI stand-alone Ul. Log out and log in the vCenter again to apply the new SSL
certificate.

Refresh the browser to view the OMNI Ul plug-in from the vCenter when you register or unregister OMNI appliance with
vCenter 7.0. For older versions of vCenter, log out and log in to access the plug-in from the vCenter.

Install SSL certificate from remote server

To install SSL certificate from remote server:

1. Generate SSL certificate using a standard method in .pem or .crt formats.
2. Copy the generated files to the remote SCP server.
3. From the OMNI management menu, enter 4 to go to the Password/SSL configuration menu.
R R R R R R R R R R R R R R R R R R AR R R R R R R AR AR R AR
Welcome to Dell EMC OpenManage Network Integration (OMNI) management
B R R R R R R R R A R R R R R R AR R AR AR R R AR R R R R R R AR AR R R AR R AR

Menu

Full s

Show v

Interfe config Fion menu
OMNI me nt Jice menu
Pace )

1.
g,
5
6.

[

Enter selection [0 - 8]: 4
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4. Enter 4 to install the certificate from remote server. Enter the remote SCP server IP address or hostname and login to

5.

40

the SCP server. Provide the path to the certificate and private key in the server. The files are copied to the OMNI VM.

[

[y N =N

[setup.sh]

/hostname: 192.168.101.32

:08:44 INFD [setup.sh]

0-07-31 02:08:44 INFO [setup.sh]

IP/hostname [19:

19:11 INFO [setup.sh]

js will restart the service

Enter y to install the SSL certificate.

5.2MB/s 00:00

NOTE: If the OMNI stand-alone Ul is open when installing the new SSL certificate, you must log out from OMNI
stand-alone Ul and log in again before you unregister and re-register the vCenter.

Unregister the vCenter using OMNI stand-alone Ul. After you unregister the vCenter, ensure that the OMNI plug-in is
removed from vCenter. If not, log out and log in the vCenter to confirm that the plug-in is removed.
Register the vCenter again using OMNI stand-alone Ul. Log out and log in the vCenter again to apply the newly installed SSL

certificate.

Refresh the browser to view the OMNI Ul plug-in from the vCenter when you register or unregister OMNI appliance with
vCenter 7.0. For older versions of vCenter, log out and log in to access the plug-in from the vCenter.
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View and configure docker private network settings

The internal docker system of the OMNI VM uses a private network to communicate with the docker components. In 2.1 release,
the docker private network IP address is set to 172.16.0.1/25 by default. View and change the default configuration for the
docker private network using OMNI console.

View docker private network configuration

1. Log in to OMNI console.
2. From the OMNI management menu, enter 2 to go to the Interface configuration menu.

HRRRER R R AR aRRY
ik tegration (O r
Y EREHHE R R RHB R

1
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4. OMNI console displays the current docker private subnet settings with an option to change
the docker private network setting. You can ignore to change the setting by entering n.

Change docker private network default settings

When there is a conflict between the default docker private network and any other network to which OMNI is connected, OMNI
cannot communicate with the devices in that network. To avoid the conflict, you can change the docker private network default
settings in OMNI.

To change the docker private network configuration:

1. From the OMNI management menu, enter 2 to go to the Interface configuration menu.

2. Enter 0 to configure docker private network.

3. OMNI console displays the current docker private subnet settings. Any change to the docker private network setting
results in reboot of OMNI. OMNI displays confirmation to change the docker private network. Enter y to proceed with the
configuration change.

4. Enter the private network IPv4 network address for docker in A.B.C.D format with subnet mask in prefix-length /xx
format and press Enter. The docker private network address must end in x.x.x.1 or x.x.x.129 and use a /25 mask.

cker private network will result in a not. Continue?

ate network for Docker( in a.b.c.d/x at): 170.16.0.1/25

5. OMNI reboots to implement the latest docker private network configuration.
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OMNI vCenter integration

This section explains connections between the physical switch in SmartFabric mode and the servers (ESXi hosts) in the
vCenter. It also explains how OMNI automates the configuration on the physical switches in SmartFabric mode based on the
virtual networking on hosts.

v3S and vDS port groups

Leaf switches (in SmartFabric mode) that are part of a fabric are connected to server ports (VMNICs) physically.
The physical NICs of the server are configured as the uplink ports of the virtual switches; vSphere Standard
Switch (vSS) of host or vSphere Distributed switches (vDS) of vCenter. You can create port groups on a vSS

or vDS to provide connectivity and common network configuration. You can associate VLANs to the uplink port
groups of vDS. For more information regarding vCenter port groups, vSS, and vDS, see VMware documentation.

VMkernel \ VMkernel —\
e VM
VNICs SN S SO SO SO S S VNICs S S S Y S S S OO S Y

I—I—I—I—I—I—I—I—

[

LT T

Port Groups || [

71

VLAN 20

Port Groups

VLAN 10 VLAN 12 VLAN 10 VLAN 12 VLAN 20

Host proxy switch Host proxy switch

Uplink
Port Groups

Virtual Network
Physical Network

/— Physical NICs ﬁ\ 4 4! 4!

VMNIC3 Server VMNICO VMNICA VMNIC3

VMNICO VMNIC1

NOTE: Dell Technologies recommends keeping the vDS uplink in Trunking mode and configures the virtual port groups with
VLANSs for each network. OMNI configures the respective VLANs on the switch ports and uplinks.

Leaf Switch

OMNI automation

After you register the vCenter in OMNI, OMNI handles the port group automation from the virtual switches (vDS or vSS) to
physical switches.

Server interface profile

SFS represents the server NIC ports that are connected to the leaf switches as a server interface profile. For a server interface
profile, a server interface ID must be configured using the MAC address of the server NIC port. When you connect a server to
a port of a leaf switch, SFS identifies the NIC using the server interface ID and matches the server-facing port with the server
interface profile. For the traffic to flow from a host to the server, the switch ports to which the server is connected must be
configured with the same VLANs as that of server VMNICs.

Uplink
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For the server to communicate with the external network, the L2 uplink in the fabric must be configured with networks used by
the vCenter port groups. In L3 personality, you can create the L2 uplink with the uplink type as Default. For more information
about L2 default uplink configuration, see Create L2 uplink.

Associate networks (VLANSs) to server interface profiles and L2 uplinks

With vCenter integration, OMNI automatically synchronizes the VLANSs to the server interface profiles and L2 uplinks:

Queries the vSS or vDS and collects the MAC address of the connected server VMNICs.

ldentifies the server interface profiles associated with the VMNICs MAC addresses.

ldentifies the changes in the network configuration and configures the networks on the server interface profiles and uplinks.

o If you create a port group in the vCenter, OMNI creates the general purpose networks accordingly and associates these
networks with the server interface profiles and L2 uplinks. For more information, see Configure general purpose network.
When OMNI creates a network during automation, it sets the Network Originator flag to Auto.

o If you delete a port group in the vCenter, OMNI removes the network associated with the server interface profiles and
uplinks.

o If you modify the VLAN ID of a network, OMNI creates a new general purpose network and associates the network with
the server interface profiles and uplinks. It also removes the old network associated with the server interface profiles and
uplinks.

@ NOTE: OMNI does not automatically delete the networks that are created manually using the Ul. When you create a

network using OMNI Ul, OMNI sets the Network Originator flag to Manual.

OMNI behaviors

If you remove all port groups from the host, OMNI discovers that no port group is assigned to the host and deletes all the
networks on the server interface profile.

OMNI identifies the networks that are not used by the server interface profiles and uplinks, and deletes the networks from
the fabric.

If you remove a host from the vCenter, OMNI does not remove the networks that are associated with the server interface
profiles. Dell Technologies recommends you to remove the networks manually.

If the port group network type is set to VLAN trunking or private VLAN in vCenter, OMNI ignores the port group
configuration.

If there is a change to the IP address or hostname of a VxRail node in the cluster, OMNI reflects the network configuration
changes for the changed VxRail host after about 20 to 30 minutes.

If you add a host to vCenter, OMNI takes 15 minutes to recognize the new host and reflects the network configuration for
the host after 15 minutes.

@ NOTE: When configuring bulk port-groups in a vDS or importing the port-groups in bulk through a script, Dell Technologies

44

recommends you to enable the Maintenance mode for the vCenter in OMNI before configuring or importing the port-groups
in vDS. After it is done, disable the Maintenance mode for that vCenter.
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Access the OMNI stand-alone portal

You can access OMNI as a stand-alone portal using the OMNI IP address. OMNI appliance page displays links to launch the
OMNI Appliance Management portal, OMNI Fabric Management Portal, and OMNI Documentation. You can access the
OMNI Ul using the latest version of the browsers, such as:

e (Google Chrome
e Mozilla Firefox

Starting from release 2.0, OMNI provides more scalable and secure sign-on feature, when launching OMNI as a stand-alone user
interface. The following options are introduced:

e Logout—Manually terminate the login session using the Log out button at the upper right of the Ul.
e Login session timeout—OMNI terminates an inactive login session after 15 minutes to prevent unauthorized access.

@lNOTE: This feature is not applicable if OMNI is launched from vCenter plug-in.

To access the OMNI Ul as a stand-alone application:

Open a browser session, go to https:// OMNI_IP with the configured IP address or FQDN.

DALEMC

Getting Started OpenManage Network Integration (OMNI)

OMNI offers a single pane of glass through VMware vSphere for operation and management of Dell
LAUNCH OMNI APPLIANCE MANAGEMENT o
_ EMC data center switches running OS$10 Enterprise Edition.

LAUNCH OMNI FABRIC MANAGEMENT PORTAL

Documentation

OMNI Documentation

5 1998-2020 Dell, Inc. All rights reserved

Access the OMNI Fabric Management Portal

1. From the OMNI stand-alone page, click Launch OMNI Appliance Management.
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2. Enter the username and password for the OMNI VM and click Sign In.

OpenManage Network
Integration

DLLENMC

® 2020 Dell Technologies. All Rights Reserved.

....... @

SIGN IN

@ NOTE: Alternatively, you can also log in to Fabric Management portal directly using https:// OMNI_/P/delawareos10
with the configured IP address or FQDN.

After successful authentication, OMNI Home page is displayed.

Once you log in to the OMNI Fabric Management Portal with the username and password, OMNI Home page is displayed. From
OMNI Home, you can:

Edit OMNI address.

Add, edit, or delete SmartFabric instance, see here.
Add, edit, or delete NSX-T instance, see here.

Add, edit, or delete OME-Modular, see here.

Add, edit, or delete vCenter instance, see here.
View relationship details.

View OMNI information.

Edit OMNI configuration

After you log in to OMNI, the IP address or FQDN of the OMN!I is displayed in OMNI Configuration. You can edit OMNI IP
address or FQDN.

1. Click OMNI Home > OMNI Configuration.

2. Click Edit OMNI Address.
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3. Edit the IPv4 address or FQDN of the OMNI.

Enter OMNI FQDN or IP Address

OMNI 100.104.26.216 FGQDN or IPv4 Address
Address

@ Edit OMNI Address provokes:
+ re-install OMNI vCenter client plugin
* re-register for SFS events

CANCEL SUBMIT

4. Click Submit.

The system displays the edit success message.

Register vCenter with OMNI

Starting from 2.0 release, you have to register the vCenter instance with OMNI using the Ul. You can register up to 10 vCenters
in a single OMNI VM.

Limitation

Before registering the vCenter, ensure that there is only one FQDN mapping for a vCenter |IP address in the DNS entry. Multiple
DNS entries for the same IP address sometimes lead to vCenter registration failure.

To register the vCenter with OMNI:

Click OMNI Home > vCenter Instance.
Click Add to register the vCenter.
Enter the IP address or FQDN of the vCenter, username, and password.

Select the appropriate options for Registered and Automation options. By default, Registered and Automation is set to
True.

e Registered—Selecting True registers the vCenter with OMNI.
e Automation—Selecting True creates and starts the automation service for that vCenter.

NN
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Add a vCenter Instance

vCenter IP/FQDN 100.104.26.63

User administrator@vsphere.local

Password 1)

Registered @ True

Automation @ True

The system displays a vCenter registration successful message.

When adding the vCenter instance, you can choose only to add the instance and not register. To do so, select False for
Registered option. Selecting False adds the vCenter and no register the vCenter with OMNI. You can register later without
entering the credentials again by changing the status.

You can choose not to enable the automation services for the vCenter by selecting False for Automation option. Selecting
False creates the automation service for the specific vCenter. You can start the automation service for the vCenter whenever
required, see vCenter Maintenance mode.

For Enhanced Link Mode (ELM) vCenter, see OMNI behavior in ELM.

Edit a vCenter instance

To edit the vCenter configuration:

1. Select the vCenter instance that you want to edit and click Edit.
2. Update the password and click Edit.

Delete a vCenter instance

@l NOTE: The delete option is available only when OMNI is launched as a stand-alone Ul.

To delete the vCenter configuration:

1. Select the vCenter instance that you want to delete and click Delete.
2. Click Delete to confirm the deletion.

The system displays deletion success message.

@l NOTE: The delete action first unregister the vCenter and delete the vCenter instance.
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Unregister vCenter

You can unregister a vCenter that is already registered with OMNI. When you unregister the vCenter, OMNI stops the
automation services for that vCenter.

@l NOTE: The unregister vCenter option is available only when OMNI is launched as a stand-alone Ul.

1. Click OMNI Home > vCenter instance,
2. Click the status Registered for the vCenter you wanted to unregister.
3. Click Ok to unregister the OMNI from the vCenter.

vCenter Instance Register

The vCenter 100.104.26.63 is currently Registered.
Are you sure you want to Unregister?

Note: Unregistering OMNI from the vCenter while automation is running will

stop OMNI automation.

The system displays status change success message.

After you unregister the vCenter, the status of the vCenter changes to Not Registered and the vCenter is moved to
Maintenance mode. The Maintenance mode toggle view changes to green and the automation for that vCenter stops.

@ NOTE: When you unregister the vCenter from stand-alone OMNI Ul, the OMNI plug-in is undeployed from vCenter. With
vCenter 7.0, refresh the browser to see the change and on versions below 7.0, log out and log in to see the changes.

vCenter Maintenance mode

Enabling Maintenance mode for vCenter instance disables automation for all SmartFabric instances that are registered with that
vCenter. With 2.1 release, you can use toggle switch to enable or disable Maintenance mode for vCenter. See the status using
the tooltip.

Enable Maintenance mode

Changing the Maintenance mode from In Service to Under Maintenance stops the automation services that is running for that
vCenter. Enable Maintenance mode for vCenter instance:

1. Click OMNI Home > vCenter Instance

2. Click the toggle switch to change the mode to In Service for the vCenter. The system prompts for confirmation to change
the mode.

3. Click Ok to confirm. This action changes the mode from In Service to Under Maintenance and stops OMNI from configuring
networks on SmartFabric when there are changes in the vCenter port groups through automation.

The system displays Maintenance mode change success message.

Disable Maintenance mode

Changing the Maintenance mode from Under Maintenance to In Service enables the vCenter to be active. To disable
Maintenance Mode for a vCenter instance:

1. Click OMNI Home > vCenter Instance
2. Click the toggle switch to change the mode to Under Maintenance.
3. Click Ok to confirm. The vCenter status changes to In Service and OMNI starts the automation service for the vCenter.
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The system displays Maintenance mode change success message.

Access OMNI plug-in from the vCenter

This information describes how to access OMNI plug-in from the vCenter. After you register vCenter with OMNI, a shortcut is
available from the vSphere Client left-pane within the menu drop-down and shortcuts view.

Before you use the plug-in, you must set up an OMNI appliance in vSphere. Once you register OMNI with vCenter, the OMNI
plug-in is available in the vCenter. For more information about how to register vCenter with OMNI, see here.

@ NOTE: vCenter 7.0 supports plug-in autodiscovery feature. So, when you register or unregister OMNI appliance with
vCenter 7.0, refresh the browser to view the OMNI Ul plug-in from the vCenter. When using older versions of vCenter, log

out and log in to access the plug-in from the vCenter.
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When you select OpenManage Network Integration, the OMNI Home page is launched. You can add SmartFabric, NSX-T,

and OME-M instances and manage the service instances.

Edit OMNI autodiscovered SmartFabric instance

This information describes how to configure OMNI autodiscovered SmartFabric instances. If the OMNI virtual appliance is
connected to a link-local network on SmartFabric (such as VxRail Management Network-VLAN 3939), the SmartFabric IPv6 VIP
is autodiscovered by OMNI. For more information about SFS behavior, see Dell EMC SmartFabric Services User Guide.

®| NOTE: This configuration is applicable only for VxRail deployment and not for PowerEdge MX environment.

When you launch the OMNI plug-in from vCenter for the first time after registering, the autodiscovered SmartFabric instance is
disabled. You must edit the instance and change the REST_USER password to proceed with other SmartFabric configurations.

Edit the autodiscovered SmartFabric instance for the REST_USER password to complete the configuration.

1. Select the autodiscovered SmartFabric instance from the list, and click Edit.

®

2. Edit the SmartFabric name, password, or enable or disable SFS events.

3. Click Submit.
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Edit a SmartFabric

SmartFabric Instance fde1:53ba:e9a0:cccc:0:5eff:fe00:1100

Address FQDN, IPv4, or IPv6

Service Instance Name [J3RXCW2 local]

Descriptive Name
User Name REST_USER

Password

Register for SFS Events

CANCEL SUBMIT

@l NOTE: SFS events feature is supported from SmartFabric OS10 version 10.5.2.2 and later.

The system displays SmartFabric instance configuration success message.

Add SmartFabric instance

This information describes how to add SmartFabric instances in OMNI. You can add up to 15 SmartFabric instance in a single
OMNI VM.

Prerequisite

Identify the master IP address of the switch in a SmartFabric cluster. To identify the master, use the show smartfabric
cluster command in the OS10 switch CLI.

0S10# show smartfabric cluster

CLUSTER DOMAIN ID : 100

VIP : fde2:53ba:e9%9al:cccc:0:5eff:£fe00:1100
ROLE : MASTER

SERVICE-TAG : FX6HXC2

MASTER-IPV4 : 10.11.180.8

PREFERRED-MASTER : true

Use the following steps to add SmartFabric instance:

Log in to OMNI Fabric Management portal.

Click OMNI Home > SmartFabric

Click Create to manually add the master IP address of the SmartFabric instance.

Enter the SmartFabric instance IP address, SmartFabric name, username, and password.

(Optional) Select Register for SFS events checkbox to retrieve the SFS events and display through OMNI.
Click Add.

SRSIINFSUENIES
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Add a SmartFabric

SmartFabric Address 100.94.81.9

FQDN, IPv4, or IPv6 Address

SmartFabric Name SFS_2

ve Name
User Name REST_USER

Password

Register for SFS Events

@ Note:

REST_USER is the recommended User Name for SmartFabric

The system displays SmartFabric instance creation success message.

SmartFabric page displays the following information:

SmartFabric Instance—Displays the list of IP address or FQDN of the SmartFabric instance.
SmartFabric Name—Displays the name of the SmartFabric.

User Name—Displays the username for SmartFabric.

Maintenance Mode—Displays the Maintenance mode of the SmartFabric.

o Gray—Maintenance mode is Off or disabled.

o Green—Maintenance mode is On or enabled.

e Fabric Status—Displays the status of the fabric.

o Green—Indicates that the fabric is online.

o Red—Indicates that the fabric is not healthy.

Click View to see the more details about the SmartFabric instance. This action takes you to the Summary > Overview tab
of the SmartFabric instance. For more information about the overview, see Summary.

e Compliance Status—Displays the status of the compliance of the fabric.
o Red—Indicates that there are critical compliance errors or misconfigurations.
o Green—Indicates that the fabric is in compliance.
o Amber—Indicates that there are compliance or misconfigurations warnings.
@ NOTE: The compliance status feature is supported on SmartFabric OS10 from 10.5.2.2. OMNI displays the compliance
status information for the SmartFabric instance only if the version running on the switches is 10.5.2.2 or later. If not, the
compliance status is displayed as N/A.

Click View to see the more details about the fabric compliance status. This action takes you to the Serviceability > Fabric
Compliance of the SmartFabric instance. For more information about the overview, see Summary.

onfiguration SmartFabric NSX-T vCenter Instance Relationships OMMNI Information

[ GRFFF‘:‘SH | - CREATE I
SmartFabric Instance SmartFabric Name User Name Maintenance Mode Fabric Status Compliance Status
100.104.26.21 SFS REST_USER k.) & VIEW A VIEW
100.94.77.21 SFS_2 REST_USER » ® view A VIEW
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Edit a SmartFabric

To edit the configuration of the existing SmartFabric instance:

1. Select the SmartFabric instance from the list, and click Edit.
2. Update the configurations and click Submit.

The system displays SmartFabric instance update success message.

Delete a SmartFabric

To remove a SmartFabric instance from OMNI.

1. Select the SmartFabric instance from the list and click Delete.
2. Click Delete to confirm.

The system displays SmartFabric instance update success message.

SmartFabric Maintenance mode

Enabling Maintenance mode prevents OMNI from configuring networks on SmartFabric when there are changes in the vCenter
port groups and disables the Ul navigation for that instance. With 2.1 release, you can use toggle switch to enable or disable

Maintenance mode for each SmartFabric instance.

The OMNI Home > SmartFabric page displays the mode of each SmartFabric instance added in the OMNI VM.

Enable Maintenance mode
To enable Maintenance mode for a SmartFabric instance:
1. Click OMNI Home > SmartFabric.

2. Click the toggle switch under Maintenance Mode to enable the Maintenance mode for the SmartFabric instance.

3. Click Ok to confirm. The SmartFabric instance is put in Maintenance mode. Enabling Maintenance mode stops the
automation service for that instance and also disables Ul navigation for that SmartFabric instance.

SmartFabric Maintenance

The SmartFabric 100.94.81.9 is currently In Service.

Do you want to move this Under Maintenance?

Note: Maintenance will disable Service Instance Ul navigation and stop

automation for the Service Instance.

The Maintenance Mode toggle view changes to green to indicate that the maintenance mode is enabled for that SmartFabric

instance.

Disable Maintenance mode
To disable Maintenance Mode for a SmartFabric instance:

1. Click OMNI Home > SmartFabric.

2. Click the toggle switch for a SmartFabric Instance to turn off the Maintenance mode.
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3.

Click Ok to confirm. The SmartFabric instance mode changes to In Service.

SmartFabric Maintenance

The SmartFabric 100.94.81.9 is currently Under Maintenance.

Do you want to move this In Service?

OMNI support for vCenter Enhanced Linked mode

Enhanced Linked mode (ELM) is a feature available in vCenter. Using ELM, you can link multiple vCenter appliances that are
deployed across different location and have a global view of the inventory.

OMNI appliance behavior when the vCenter or vCenters registered to OMNI are in ELM:

You must register all the vCenters that are in ELM with OMNI. For example, if two vCenters vCenter1 and vCenter2 are
linked using ELM, you must register both the vCenters (vCenter1 and vCenter2) to launch OMNI plug-in from vCenter1 and
vCenter2. For more information, see Register OMNI with vCenter.

If you want to launch OMNI plug-in from a vCenter that is in ELM and does not have any host that is connected to
SmartFabric instance, you can only register the vCenter and disable automation. To do that, select True for registration
option and False for automation option when adding the vCenter instance in OMNI. For more information, see Register OMNI
with vCenter. In this example, if vCenter2 does not have any host that is connected to SmartFabric instance added to OMNI,
you can only register the vCenter and disable the automation.

You must use stand-alone OMNI Ul to unregister all the vCenters that are linked through ELM.

Before repointing a vCenter that is registered with OMNI to a new domain, ensure that you unregister the vCenter from
OMNI.

Host network inventory

You can view information about physical Dell EMC PowerSwitch infrastructure running SmartFabric OS10.

Host network inventory page

Select a host in vCenter, select the Monitor tab, then select OpenManage Network Integration (OMNI) in the monitor
sidebar.
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[J vxhostO4.st.vxrail.clusterl ACTIONS v

Summary Monitor Configure Permissions VMs Datastores MNetworks Updates

1

Issues and Alarms
Alllssues H N Kl
Triggered Alamms ost Network Inventory

« Performance

Qverview C REFRESH
Advanced
w Tasks and Events Server Physical Adapter T Logical Switch Tt T MAC Address T Physical Switch Node T Physical Switch Interface
Tasks MvmnicO VMware HCIA Distributed  00:0a:7:f5iclia0 - 6XJHXC2 ethernetl/1/8
Events Switch
Hardware Health vmnicl VMware HCIA Distributed  00:0a:f7:fS:ictal  2WJHXC2 ethernetl/1/6
Switch
v OpenManage Network |... !
OpenManage Netwo Wvusb0 i vSwitchiDRACvush 54:48:10:fd:e9:8f

v VxRail
Physical View
Skyline Health

Refresh button
Click Refresh to update the host network inventory data and display updated contents.

Physical adapter table

Select a switch from the Host Network Inventory to view detailed information. The table is default-sorted by descending switch

name to group physical adapters belonging to the same switch.

Server Physical adapter—Name of the physical NIC.

Logical switch—Name of switch the physical adapter is connected to.

MAC address—AC address of the physical adapter.

Physical switch node—Service tag of physical switch that is connected to the fabric.
Physical switch interface—Physical switch port this server NIC is connected to.

View logical switch details

Displays information about the logical switch that is connected to the selected physical adapter.

When you select a server physical adapter from the Host Network Inventory, the page displays the information about logical
switch that is connected to the selected physical NIC.
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[ vxhostO4.st.vxrail.clusterl

Summary

1

4

Monitor

Issues and Alarms
Alllssues
Triggered Alarms
Performance
Overview
Advanced
Tasks and Events
Tasks
Events
Hardware Health
OpenManage Network I...
OpenManage Netwo...
VxRail
Physical View
Skyline Health

4

Configure

ACTIONS ~

Permissions VMs

Host Network Inventory

(C REFRESH

Server Physical Adapter T

BvmnicO

© Wvmnicl

Mvusb0

Logical Switch

Switch Port Groups

Switch

VMware HCIA Distributed Switch

Datastores Networks

Logical Switch T T

WMware HCIA Distributed
Switch

VMware HCIA Distributed
Switch

i vSwitchiDRACvush

VMs

MTU (Bytes)

1500

Updates

MAC Address T

00:0a:f7:fS:cl:a0  6XJHXC2

00:0a:f7:fSictal  2WJHXC2

54:4810:fd.e9:8f

Physical Adapter

vmnicO vmnicl

Physical Switch Node

T Physical Switch Interfy

ethernetl/1/8

ethemet!/1/6

1-3of 3PNICs

Uplink Ports

4,uplinkl 5,uplink2

»

*

Switch tab—Includes name of switch, MTU in bytes of switch, physical adapters connected to the switch, and uplink ports

on the switch.
Port groups tab—Includes the name of port groups, and VLAN IDs for each port group.

VMs tab—Includes the name of VMs of that host that is connected to a single virtual switch.

View physical switch details

Displays information about the onboard interface. This information displays only when there is a physical connection between
the VxRail domains and OMNI.

When you select a server physical adapter from the Host Network Inventory, the page also displays the information that is
related to physical switch connected to the selected physical NIC.

Onboard interface tab
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[J vxhostO4.st.vxrail.clusterl ACTIONS v

Summary Monitor

w Issues and Alarms
Alllssues
Triggered Alarms

« Performance
Overview
Advanced

w Tasks and Events
Tasks
Events

Hardware Health

» OpenManage Network |..
OpenManage Netwo...

v VxRail
Physical View
Skyline Health

Configure

Permissions VMs Datastores Networks

Name

& OMNI-1.3.9_ToBeRegistered
& VxRail Manager

& OMNI-1.3.9

@ VMware vCenter Server Platform Services Controller

Physical Switch
Onboard Interface Networks

Admin Status Interface Status Auto Neg

Enabled Link Up Disabled

Updates

Current Speed MTU Native VLAN

10000 Mb 9216 o

Admin Status—configured state of the physical interface

Interface Status—current operations state of the physical switch port

Auto Neg—negotiation status of the physical interface

Current Speed—current operational speed of the physical interface
MTU—maximum transmitting unit configured on the physical interface

Native VLAN—untagged default VLAN for the physical switch

Networks tab

Network Name—name of the VLAN network
Network ID—unique identifier of the fabric network
e VLAN—tagged VLAN of the switch port

View service instance and vCenter relationships

Starting from 2.0 release, OMNI displays the relationships between the vCenter and the service instances (SFS, OME-Modular,
or NSX-T), and the relationship type.

OMNI automation service periodically queries the hosts information from the service instances and the registered vCenters.

The information is used to build the relationship between the service instances and the vCenter. Select OMNI Home >
Relationships tab to view the relationship information and the type of the relationship between the entities.

{A} OMNI Home

~ SmartFabric

E5Fs
ESFs_2

< NSX-T

ENSKT

(Z!REFRESH | (7 RECALCULATE RELATIONSHIPS
Service T Type
MNSXT dynamic
100.104.26.68 dynamic

Relationships

Relationships
nstances )
= 100,104 26.68

nstances )

» NSXT

Click Recalculate Relationship to recalculate the relationship between the entities manually.
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OMNI Information

You can view the links to documentation and end-user license agreement (EULA), and summary information about the OMN!I
VM. Select OMNI Home > OMNI Information to view the relationship information and the type of the relationship between
the entities.

OMNI Configuration SmartFabric NSX-T OME-M vCenter Instance Relationships @ OMNI Information
Plugin Information OMNI Summary
Links
Appliance Version 2.1.38
Documentation :
) Hostname dellemc-networkappliance
EULA )
Product OpenManage Network Integration
Software Version 2.1.39

OpenManage Network Integration (OMNI) offers a single pane of glass through VYMware vSphere for operation and management of Dell
EMC SmartFabric OS10.

Plugin Information Links has links to:

e Documentation—Access this link to see the documents that are uploaded at www.dell.com/support OpenManage Network
Integration product page.
e FEULA—Click the link to view the end-user license agreement.

OMNI Summary

Appliance Version—Displays the version of OMNI OVA build used while installing OMNI VM initially.
Hostname—Displays the hostname configure during OMNI setup.

Product—Displays the name of the VM appliance that is registered with the vCenter.

Software Version—Displays the current version of the OMNI software running in OMNI VM.

OMNI Appliance Management user interface

From OMNI 1.3 release, a new Ul—OMNI Appliance Management is introduced to manage all the system, web, and automation
services running in the OMNI.

After you create the OMNI virtual appliance and complete the virtual appliance setup, you can launch the OMNI appliance
management Ul.

You can access the OMNI Appliance Management Ul from the OMNI stand-alone page, see Access OMNI stand-alone portal.
Click Launch OMNI Appliance Management link from the page.

@l NOTE: Access OMNI Appliance Management Ul only with OMNI VM appliance administrator credentials.
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OpenManage Network
Appliance Management

DLLENMC

@ 2020 Dell Technologies. All Rights Reserved.

SIGN IN

@ NOTE: You can also access the Appliance Management Ul directly from a browser. Open a browser, go to https://
OMNI_IP/omni with the IP address or FQDN that is configured during the initial setup.

e Logout—Manually terminate the login session using the Log out button in the upper right of the Ul.
e Login session timeout—OMNI terminates an inactive login session after 15 minutes to prevent unauthorized access.

View OMNI Appliance Management summary

Summary page displays:

e Appliance Version—Displays the version of OMNI OVA build used while installing OMNI VM initially.
e Hostname—Displays the hostname configure during OMNI setup.

e Product—Displays the name of the VM appliance that is registered with the vCenter.

e Software Version—Displays the current version of the OMNI software running in OMNI VM.

DEALEMC OMNI Appliance Management Summary

Ssummary

) OMNI Summary
Services

Appliance Version 2.0m2

Hostname omni

Product OpenManage Network Integration
Software Version 2139

In the above screenshot, the appliance version 2.0.112 is the version of the OMNI OVA image used initially to install OMNI

VM. The software version of OMNI is 2.1.39 which is the current version of the OMNI software running in the VM. When you
upgrade OMNI from 2.0 to 2.1 version using minor release upgrade procedure (instead of fresh installation), the software version
is displayed as 2.1.39 and appliance version as 2.0.112.

@ NOTE: If you do a fresh installation of OMNI with OMNI OVA 2.1.x image, the appliance version and software version are
displayed as 2.1.x.
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Manage OMNI essential and automation services

Services menu displays all the management and vCenter automation services running on the OMNI appliance.

DZALEMC OMNI Appliance Management Summary
Summary
C DOWNLOAD SUPPORT BUNDLE
Services
Name 7 State 1 Description Log Level
vCenter_100.104.26.63_Automation running OMNI Automation
ERROR
omni_nginx running Web Server
omni_api_celery_worker running OMNI Api Celery Worker
ERROR
omni_automation_app_celery_worker running OMNI Automation Celery Worker
ERROR
omni_services_celery_worker running OMNI Celery Server
ERROR

By default, the web and database essential services start automatically after the initial setup. After adding the SmartFabric,
OME-M, or NSX-T instances and registering the relevant vCenters, OMNI creates automation services for each vCenter
instance. Automation services that are related to the SmartFabric , OME-M, or NSX-T instances start depending on the
automation option set during the registration of the vCenter.

Table 9. List of OMNI services

Service Function States

omni_api Service serving REST Can restart the services.
APIs for OMNI Fabric
Management interface.

omni_ services Orchestration service that
provides APIs to start,
stop, and manage all OMNI
services.

omni events receiver Events receiver service
receives events from the
SFS and store in the
message queue.

omni api celery worker Worker service that
conducts fabric upgrades and
vCenter re-registration when
registration data is updated.

omni automation app celery worker Automation task service
that identifies vCenter
configuration change tasks
and synchronizes all hosts
that have been changed on
the vCenter.

omni services celery worker The OMNI services celery
worker manages automation
container startup after OMNI
services are started or
restarted.
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Table 9. List of OMNI services (continued)

Service

Function

States

omni events celery beat

Service that periodically
cleans the old events from
the database.

omni events celery worker

Worker service that process
the events from the message
queue and stores them in the
database.

omni automation app celery beat

Service that periodically
prunes unused networks

on service instances and
discovers how service
instances are related to each
other.

omni_ queue

Service that runs the
message queue. This service
enables communication
between other services and
also to add and perform
celery tasks.

omni_ db

Database service that stores
crucial information.

omni_ redis

In-memory database that
stores data and cache API
requests for OMNI.

omni nginx

Web server service that
manages all incoming and
outgoing web requests.

Cannot restart, start, or stop the service.

vCenter automation services

Automation services running
for each vCenter

Can start, stop, or restart the services.

Click Refresh icon to update the data and display the updated contents.

Start vCenter automation services

To start the fabric automation services:

1. From the OMNI Appliance Management Ul click Services tab menu.
2. Select the automation service that you want to start, and click Start.
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C START DOWNLOAD SUPPORT BUNDLE
Name State Description Log Level
° vCenter_100.104.26.63_Automation exited OMNI Automation

omni_nginx running Web Server
omni_events_celery_worker running OMNI Celery Server

ERROR
omni_services running OMNI Application Server

DEBUG
omni_services_celery_worker running OMNI Celery Server

ERROR
omni_events_receiver running Delaware Application Server

ERROR

After you start the service, OMNI starts monitoring the networking events for the registered vCenter.
3. The system displays start service success message.
Stop vCenter automation services
To stop the fabric automation services:

1. Select the relevant automation service that you want to stop, and click Stop.

C RESTART STOP DOWNLOAD SUPPORT BUNDLE
Name State Description Log Level
° vCenter_100.104.26.63_Automation running OMNI Automation

ERROR
omni_nginx running Web Server
omni_events_celery_worker running OMNI Celery Server

ERROR
omni_services running OMNI Application Server

DEBUG
omni_services_celery_worker running OMNI Celery Server

ERROR

2. The system displays stop service success message.
To restart the fabric automation service, select the relevant automation service, and click Restart.
Change log level

1. When the log-level of OMNI is set to ERROR, the system records the error logs. When the log-level is set to DEBUG, error
logs and logs with additional information is recorded. Use the DEBUG level when you want to diagnose an issue.

2. (Optional) Click Error under log-level of each service to modify the log-level to Debug.
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Set Log Level [vCenter_100.104.26.63_Automation]: Success

Name

vCenter_100.104.26.63_Automation

omni_nginx

omni_api_celery_worker

omni_automation_app_celery_worker

omni_services_celery_worker

Cc DOWNLOAD SUPPORT BUNDLE

State

running

running

running

running

running

Description

OMNI Automation

Web Server

OMNI Api Celery Worker

OMNI Automation Celery Worker

OMNII Celery Server

Log Level

DEBUG

ERROR
ERROR

ERROR

The system displays set log level success message.

3. (Optional) Click Debug under log-level of each service to modify the log-level to Error.

The system displays set log level success message.

Download Support Bundle

Support options are used for debugging. If there is an issue, download a support bundle containing all the logs that are found in
OMNI using Download Support Bundle. Also change the log-level in OMNI to collect logs of different types.

Help links

Using the help icon, you can:

e Access the Dell EMC OpenManage Network Integration documentation support page.

View the end-user license agreement (EULA).

Access the OMNI stand-alone portal

63



7

SmartFabric management with OMNI

This chapter explains how to manage SmartFabric components or entities using OMNI. The OMNI VM displays the list of
manually created service instances, and the OMNI autodiscovered SmartFabric instances. For more information about the
SmartFabric instances, see OMNI Fabric Management Portal.

After you log in to the OMNI Fabric Management Portal, click the SmartFabric instance added to the OMNI Home left page to
access and manage the SFS entities that are configured in a SmartFabric.

NOTE: The features that are listed in this chapter are not supported on OME-Modular instance. For more information, see
OMNI feature support matrix .

For each SmartFabric instance, you can:

View the overview of the fabric.

View fabric topology design.

Manage switches in a SmartFabric instance.

Configure networks, server profiles, server interface profiles, and routing policies in bulk.

Manage server interface configuration.

Manage uplinks.

Manage network configuration.

Configure SmartFabric switch services settings.

View latest fabric event and compliance errors.

Manage fabric lifecycle such as OS10 image upgrade, backup and restore, and switch replacement.
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OMNI feature support matrix

This table lists the OMNI feature support matrix for SFS-VxRail and PowerEdge MX SmartFabric Services solutions.

Table 10. OMNI feature support matrix for solutions

OMNI feature SFS-VxRail PowerEdge MX SmartFabric Services

Service instance and Yes Yes
vCenter addition

View vCenter and Yes Yes
the service instances
relationship information

vCenter automation Yes Yes

Fabric summary Yes Managed in OME-Modular
Topology view Yes

Switch Inventory Yes

Uplink view and Yes

creation

Network or VLAN view | Yes
and creation

Global configuration Yes

SmartFabric OS Yes

upgrade

Switch replacement in a| Yes

fabric

Fabric backup and Yes

restore

Fabric event and Yes

compliance

Server interface Yes NA - use OME-Modular server templates and
profiles view and profiles
creation

Bulk configuration Yes —

View SmartFabric instance overview

Starting from 2.0 release, OMNI displays a consolidated view of key metrics such as device status and health, latest fabric
events, and fabric compliance errors for the SmartFabric instances.

From OMNI Home, select the SmartFabric instance > Summary > Overview to view the dashboard.
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Qverview Fabric
Device Status Recent Fabric Events (! REFRESH
B Offine Wl Cnline = -
Device T Severity T Time Message
TAYHPK2 @ Informational Aug 9, 2021, 3:02:08 PM Interface 7QYHPKZ:ethernet/1/1is up
JTAYHPK2 o Infarmational Aug 9, 2021, 3:02:08 PM Link 7QYHPK2:ethernetl/1/1 : 3QYHPK2:ethernetl/1/1is
added
3QYHPK2 O Informational Aug 9, 2021, 3:02:07 PM Link 3QYHPK2:ethernet1/1/1 : 7TQYHPK2:ethernetl/1/1is
added
3AQYHPK2 @ Informational Aug 9, 2021, 3:02:07 PM Interface 3QYHPK2:ethernetl/1/1is up
TOYHPK2 Warning Aug 9, 2021, 3:00:53 PM Interface 7QYHPK2:ethernet1/1/1is down
3QYHPK2 Warning Aug 9, 2021, 3:00:52 PM interface 3QYHPK2:ethernetl/1/1 is down
JAYHPK2 Warning Aug 9, 2021, 3:00:52 PM Link 7QYHPK2:ethernetl/1/1is deleted
3QYHPK2 Warning Aug 9, 2021, 3:00:52 PM Link 3QYHPK2:ethernet1/1/1 is deleted
1-8of B events
Device Health Fabric Compliance C REFRESH
MCrincal  MERWaming SEOK Module T Status Error Count
Infrastructure [\, warning 3
Onboarding \ warning 3
Uplink £, wamning 5
Cluster & ok 0
Policy & ok 0

The Overview dashboard displays information regarding the following metrics:

Device Status—Displays the status of the all the devices that are deployed in the SmartFabric instances along with the
number of devices in each status.

e Green—Indicates that the devices are online.
e Red—Indicates that the devices are offline.

Recent Fabric Events—Displays the recent fabric events that are generated by SFS. The events are displayed with the
following information:

Device—Service tag of the switch.

Severity—Severity of the event.

o Critical—Event that is critical that has significant impact.

o Warning—Event that you should be aware of.

o Information—Event that does not impact and for informational purpose.
Time—Time at which the event has occurred.

Message—Short message about the event occurred.

Device Health—Displays the overall health of all the devices in the fabric.
Fabric Compliance—Displays the misconfiguration and compliance violations identified in the SmartFabric instance.

e Module—Name of the module in which the misconfiguration or compliance errors occurred.
e Status—Compliance status of each module in the fabric.
e FError Count—Number of errors in each module.

You can view the detailed list of all events in the SmartFabric instance from Serviceability page.

View node details

To view the details of the switches in the fabric:
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1

Select the SmartFabric instance > Summary > Fabric Nodes.
You can view the list of spine and leaf nodes that are deployed in the fabric.
Click Domain at any time to update the fabric details.

Click the Fabric ID to view the detailed information of the switch. The details include each switch status (online or offline),
name, model, version, role, and IP address.

Fabric ID—Displays the status of spine switches connected in the fabric.

Fabric Nodes

C pomaiN

I v Fabric ID: 100 (AutoFab-100)

T,,. SWJIFXC2 . Online )
Name: Spine

Model: Z9264F-ON

Version: 10.5.2.1DEV

Role: Spine

IP: 100.94.81.10

Rack

> Fabric ID: 7222c224-223c¢-5fad4-a244-cd3cal685550 (AutoFab-7222c224-223c-5fa4-a244-cd3cal685550)

Rack—Displays the status of the leaf switches in each rack.

Fabric Nodes

C pomaIN

> Fabric ID: 100 (AutoFab-100)

Rack

~ Fabric ID: 7222¢224-223c-5fa4-a244-cd3cal1685550 (AutoFab-7222c224-223c-5fa4-a244-cd3cal685550)

4 BQ700Q2 o) (9 GGVEG02 T
Name: Leaf1 Name: Leaf2

Model: S55232F-ON Model: S5232F-ON

Version: 10.5.2.1DEV Version: 10.5.2.1DEV

Role: Leaf Role: Leaf

IP: 100.94.81.9 IP: 100.94.81.8
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View fabric topology

The Topology tab displays the graphical topology of the network fabric for the selected SmartFabric instance. You can also
view the details of the switch in the fabric.

Select the SmartFabric instance > Topology to view the graphical representation of the L3 leaf and spine topology.

The topology view displays the switch icons with the hostname and the service tag information under each switch and the link
connectivity between the switches. Mouse over a fabric to see the detailed information about the leaf and spine switches, and
the link connectivity.

Summary Topology Switches Bulk Configuration Server Interface Uplink Network Global Settings Life Cycle Management
Node details
iteBSp
Name: SiteBSpine
Service Tag: JRQQGO2
Status: Online
Type: 55232F-ON
IP: 100.104.26.25
Health: Ok
———
SiteBLeaf4 (3QYHPK... SiteBlLeaf3 (7QYHPK...

Manage switches in a fabric

You can manage the spine and leaf switches available in a fabric.
From Switches page:

View the details of the switches and the ports in a fabric.
Edit the interface details.

Set the MTU value for the port.

Manage the unused ports in the switches.

Configure breakout ports in leaf switches.

Configure jump port.

View switch and port details

View the details of the leaf and spine switches, and the list of all ports and unused ports available in each switch. All ports
category contains the list of interface and port channel in the switch.

1. Select the SmartFabric instance > Switches.
Fabric Switches—Displays the list of spine and leaf switches available in that SmartFabric instance.
2. Select the arrow of the respective leaf or spine switch to view more information.

Spine Switches—Displays the list of all spine switches with ports information. You can view all ports and unused ports in
categories. Click the arrow of the respective switch and category to view more about port information.
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Fabric Switches

Spine Switches

W

° —_
) SWJFXC2(Spine)-Spine {@eniney)

v M All Ports

v M Unused Ports

Leaf Switches

>

® g
) BQ700Q2(Leafl)-Leaf (_Online )

° T
> {*] GGVQGO2(Leaf2)-Leaf (@Snlnes)

Leaf Switches—Displays the list of all leafs in the fabric with ports, unused ports, breakout ports, and jump port
information in categories. Click the arrow of the respective leaf switch category to view more information about the ports.

Summary Topology Switches Server Interface Uplink Network Global Settings Life Cycle Management Serviceability

Fabric Switches

Spine Switches

o
) SWJFXC2(Spine)-Spine Online )

Leaf Switches

BQ700Q2(Leaf1)-Leaf (_Online )

v P All Ports

v WP Unused Ports

v M Breakout Ports & Jump Port

® y - \
> {_] GGVQG02(Leaf2)-Leaf (_Online )

Edit port configuration on a switch

Edit the configurations such as auto negotiation or MTU of a port or multiple ports on a leaf or spine switch:
Changing the interface configurations can potentially cause a disruption in service. Ensure that you
are aware of the network settings and the remote-peers connected to the interfaces before changing the MTU,
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auto negotiation, admin status. If the configuration does not match the connected peer switch, it can lead to
connectivity issues.

1. Select the SmartFabric instance > Switches.

2. Select the spine or leaf switch by clicking the arrow to view more information.
3. Select a category (All Ports or Unused Ports) and the port, and click Edit.
Fabric Switches

Spine Switches

L ] . . .
> JRQQGO2(SiteBSpine)-Spine ( online )

> WP All Ports

&2 EDIT (™) ENABLE AUTO NEG () DISABLE AUTO NEG 5 SET MTU

Interface Role Admin Status Operational Status Speed Auto Neg
ethernet1/1/1 I1SL Enabled Up 100 G Enabled
ethernetl/1/2 ISL Enabled Up 100G Enabled
ethernet1/1/3 Unknown Enabled Down 0 Enabled
ethernet1/1/4 Unknown Enabled Down o] Enabled
ethernet1/1/5 Unknown Enabled Down 0 Enabled
ethernetl/1/6 Unknown Enabled Down 0 Enabled

4. Edit the name, description, admin status, and MTU.

Edit Interface - JRQQGO2:ethernet1/1/1 X
Name test

Description |

Admin Status © Enabled Disabled

MTU 9216

1312-9216

CANCEL EDIT

5. Click Edit.
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Configure auto negotiation status

You can enable or disable the auto negotiation on a single port or multiple ports.

Auto negotiation option is not applicable for port channel interfaces. When you configure auto negotiation for a port channel
interface, OMNI Ul displays a warning message to clear the port interfaces from the selected list.

To enable auto negotiation:

1. From All Ports, select a port or multiple ports and click Enable Auto Neg.
2. Click Yes to confirm.

The system displays the stage-wise progress of the interface status.

To disable auto negotiation:

1. From All Ports, select a port or multiple ports and click Disable Auto Neg.
2. Click Yes to confirm.

The system displays the stage-wise progress of the interface status.

Set MTU value

Set maximum transmitting unit (MTU) for the port:

1. Select a port or multiple ports and click Set MTU.
2. Enter the MTU value and click Set.

CANCEL SET

3. Click Yes to confirm.

The system displays the action success or failure message.

Manage unused switch ports

You can view and manage the unused ports in the switches. To enable or disable unused ports:
Select the SmartFabric instance > Switches.

Select any spine or leaf switch by clicking the arrow to view the list of ports.

Select Unused Ports category to view the list of unused ports available in the switch.
Select a port or multiple ports and click Enable Admin Status.

N

SHon
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[ ] .
Y [—=) SWJFXC2(Spine)-Spine

v W All Ports

v M Unused Ports

(™ ENABLE ADMIN STATUS © DISABLE ADMIN STATUS

[:| Interface T Role : 4 Admin Status ¥ Operational Status v Speed : 4 Auto Neg : 4 MTU

ethernet1/1/62 Unknown  Enabled Down 0 Disabled 9216
ethernetl/1/63  Unknown Enabled Down 0 Disabled 9216
ethernetl/1/60  Unknown  Enabled Down 0 Disabled 9216
etherneti/1/61  Unknown Enabled Down 0 Disabled 9216
(] ethernetl/1/66  Unknown Enabled Down 0 Disabled 9216
() ethernetl/1/64  Unknown Enabled Down 0] Disabled 9216
(] ethernetl/1/65  Unknown Enabled Down 0 Disabled 9216
() ethernetl/1/44  Unknown Enabled Down 0] Disabled 9216

To disable the ports, select a port or multiple ports, and click Disable Admin Status.

The system displays the change status and update success message on completion.

Dell Technologies recommends to:
e Enable the port status to operationally up before adding any devices to the port, if the port is disabled using the OMNI UL.
@l NOTE: Devices that are connected to the disabled port are not discovered.

Ensure that the ports are UP before adding any switches, when you expand the leaf and spine fabric deployments.
Ensure that the switch port is in UP, when onboarding a server to a leaf switch.

Configure breakout ports

You can configure breakout ports on an interface of the leaf switch:
NOTE: By default, the auto breakout feature is enabled in SmartFabric spine switches. OMNI Ul does not provide an option

to break out ports in spine switches.

Select the SmartFabric instance > Switches.

From Leaf Switches, select a leaf switch from the list.

From Breakout Port and Jump Port category, select a port that you want to breakout.
Click Breakout Port.

@l NOTE: The existing configuration of the port is reset to default when you configure a breakout port.

Noop 2
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B. Select the Breakout Mode for the port from the list.

w phy-port1/1/11 Breakout

4XI1GE

-

CANCEL SUBMIT

Breakout Mode

6. Click Submit.
The system displays breakout port configured successful or failure message.

To view the details of the breakout ports, select a port to view the properties of the port.

Add a jump port

You can configure one port per leaf switch as a jump port. You can select any available port that is not part of an uplink and ICL,
and port connected to a server in SmartFabric deployment. To configure a jump port:

From Leaf Switches, select the leaf switch from the list.

Select the Breakout Ports & Jump Port category.

Select the switch to view the properties and click Jump Port.

Enter the Name of the new jump port, select the Interface Name, Untagged Network.
Click Add.

S IFNENINIES
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Add Jump Port @ BQ700Q2

Interface Name BG700Q2:ethernetl/1/24 ~

Untagged Network 40 (VLAN-400)

Select a Network

Native VLAN

The system displays jump port addition success message.

Delete jump port

1. Select the leaf switch for which you want to delete the configured jump port.
2. Select the Jump port and click Delete.

The system displays jump port deletion success message.

SmartFabric bulk configuration

With 2.1 release, you can configure a subset of configurations such as networks, server profiles, server interface profiles, routing
profiles on a SmartFabric instance in bulk numbers. This feature is supported only on SFS L3 personality.

You can download the worksheet template (XLS format), specify the configuration information in the template, and upload
the file to OMNI to initiate the bulk configuration workflow. You can specify bulk configurations related to networks, server
profiles, and server interface profile details that must be applied on the SmartFabric instance. After you validate and apply the
configurations, the configurations are automatically applied on the SmartFabric instance using the information provided in the
worksheet template.

After adding the SmartFabric instance in OMNI, you can use the bulk configuration feature to apply the configurations on the
SmartFabric instance.

Bulk configuration workflow

Ensure that the prerequisite is met before using the bulk configuration feature. The bulk configuration workflow requires the
following actions:

Downloading the template.

Completing the required configurations on the template and uploading the bulk configuration file.
Validating the bulk configuration file for syntax errors.

Applying the bulk configurations on the SmartFabric instance.

NN

74 SmartFabric management with OMNI



Configuration notes

The configuration notes that you should consider before using the bulk configuration feature:

e You cannot configure uplinks and associate the networks or routing profiles with uplinks using bulk configuration. You must
create uplinks using OMNI Ul, see Uplinks.

e You can add the networks or routing profiles that are created using bulk configuration to uplink. Use Edit networks option to
associate the network or routing policies to uplink.

e Read the instructions provided in the SmartFabric bulk configuration template worksheet carefully before proceeding with
the bulk configuration template.

Download and complete the bulk configuration template

You can download the template from OMNI appliance and complete the configurations in the template before uploading

the template. In the template, you can add a bulk list of networks, server profiles, and server interface profiles with the
required details. You can reuse the template when configuring networks, server profiles, or server interface profiles on multiple
SmartFabric instances.

To download a bulk configuration template and complete the configurations:

1. Click the SmartFabric instance > Bulk Configuration.

(&)smartFabric Instance SFS

Summary Topology Switches Bulk Configuration Server Interface Uplink Network Global Settings Life Cycle Managem

Bulk Configuration

® O O O

Download Template Select File Validate Apply

Download Configuration File Template

Download an XLS file SmartFabric Bulk Configuration template

‘ J DOWNLOAD

2. Click Download to get the XLS SmartFabric bulk configuration template.

Save the file locally to complete the template with the required details.

3. Enter the required details in the template based on the instructions provided.

SmartFabric bulk configuration template

The template is a formatted XLS worksheet and has different tabs categorized for different configurations with instructions to
update the template. OMNI creates the configurations on the SmartFabric instance based on the information provided in the
worksheet.

Instructions tab—Displays the OMNI bulk configuration template instructions that are required for you to know before
completing the configurations on the template.

General Purpose Networks tab—Displays the template to configure L2 and L3 general purpose networks in bulk. The tab also
has example configuration details for reference.
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Table 11. General Purpose Networks tab

Field Description

Networkld Enter the network ID for a general purpose network. This ID
must be unique. For example, external-mgmt.

NetworkName Enter the name of the network. Example, external-mgmt.

Description Enter the description of the general purpose network. This is

an optional field.

VLAN Enter the VLAN ID for the general purpose network. The
VLAN number can range from 1—3999 (excluding 3939).

IPAddressList Enter the list of IP addresses separated by comma.

PrefixLen Enter the prefix length for the IP address.

GateWaylpAddress Enter the gateway IP address.

HelperAddress Enter the helper IP address.

L3 Routed tab—Displays the template to configure L3 Routed interfaces in bulk. The tab also has sample configuration details.

Table 12. L3 Routed tab

Field Description

Networkld Enter the network ID for a L3 Routed interface. This ID must
be unique. For example, network-2711.

NetworkName Enter the name of the L3 Routed interface.

Description Enter the description of the L3 Routed interface. This is an
optional field.

IPAddressList Enter the IP addresses for the L3 Routed interface separated
by comma.

PrefixLen Enter the prefix length for the IP address.

Multi rack L3 VLAN tab—Displays the template to configure multi rack L3 VLANSs in bulk. The tab also has sample
configuration details.

Table 13. Multi rack L3 VLAN tab

Field Description

Networkld Enter the network ID for a multi rack L3 VLAN. This ID must
be unique. for example, hostoverlay-2500

NetworkName Enter the name of the multi rack L3 VLAN.

Description Enter the description of the multi rack L3 VLAN. This is an
optional field.

VLAN Enter the VLAN ID for the multi rack L3 VLAN. The VLAN
number can range from 1—3999 (excluding 3939).

RackID Enter the rack ID.

RackName Enter the name of the rack.

|[PAddresslList Enter the IP addresses for the network separated by comma.

PrefixLen Enter the prefix length for the IP address.

GateWaylpAddress Enter the gateway IP address.

HelperAddress Enter the helper IP address.

VLAN Networks tab—Displays the template to configure L2 and L3 VLAN networks in bulk. The tab also has sample
configuration details.
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Table 14. VLAN Networks tab

Field

Description

Networkld Enter the network ID for a L2 or L3 VLAN network. This ID
must be unique. For example, network-500

NetworkName Enter the name of the L2 or L3 VLAN network.

Description Enter the description of the L2 or L3 VLAN network. This is an
optional field.

VLAN Enter the VLAN ID for the L2 or L3 VLAN network. The VLAN
number can range from 1—3999 (excluding 3939).

IPAddressList Enter the IP address for the L3 VLAN network separated by
comma.

PrefixLen Enter the prefix length for the IP address.

GateWaylpAddress

Enter the gateway IP address.

HelperAddress

Enter the helper IP address.

VxLAN Networks tab—Displays the template to configure L2 and L3 VXLAN networks in bulk. The tab also has sample

configuration details.

Table 15. VXLAN Networks tab

Field

Description

VirtualNetworkName

Enter the network ID for a L2 VXLAN networks. This ID must
be unique.

Description Enter the name of the L2 VXLAN networks.

VItVlanid Enter the VLT VLAN ID for the L2 VXLAN network. The VLAN
number can range from 1—3999 (excluding 3939).

VxlanVni Enter the VXLAN network identifier (VNI) for the network.
The VLAN ID and VNI number must be same.

IPAddressList Enter the IP address for the L3 VXLAN network separated by
comma.

PrefixLen Enter the prefix length for the IP address for the L3 VXLAN

network.

GateWaylpAddress

Enter the gateway IP address for the L3 VXLAN network.

HelperAddress

Enter the helper IP address for the L3 VXLAN network.

Serverinterface tab—Displays the template to configure server profiles and server interface profiles in bulk. The tab also has

sample configuration details.

Table 16. Server profiles tab

Field

Description

Interfaceld

Enter the server interface ID for the server interface

profile. The value must be a unique string. Dell Technologies
recommends using the MAC address of the onboarded server
interface without ":". For example, bc97e1c9f980.

NICBonded

Enter the NIC bonding state. This field indicates whether the
interface is to be configured for LACP. You can enter two
values True or False. For VxRail nodes, this field should
always be set to False.

Serverld

Enter the profile ID for the server profile. This is the
server profile name. Use the same name for all VxRail nodes
connected to the SmartFabric.
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Table 16. Server profiles tab (continued)

Field

Description

BondingTechnology

Enter the bonding technology. You can enter two values
AutoDetect or LACP. For VxRail nodes, you must always
set to Autodetect.

UntaggedNetwork Enter the network ID that must be untagged to the server
interface profile.
Networks Enter the network ID that must be tagged to the server

interface profile separated by comma.

Static Routes tab—Displays the template to configure static routes in bulk. The tab also has sample configuration details.

Table 17. Static Routes tab

Field Description

Policyld Enter the static route policy ID. This is a unique value. For
example, static_1.

Name Enter the static routing policy name.

Description Enter the description detail for the static route policy.

Ipv4AddressPrefix Enter the IPv4 network address for the static route policy.

Ipv4PrefixLen Enter the prefix length for the network address.

Ipv4NextHoplp

Enter the IP address of the next hop.

Nodeld

Enter the node ID, which is the service tag number of the
switch separated by comma. Validate the service tag before
adding as the system does not validate the Nodeld.

eBGP Peer Configuration tab—Displays the template to configure static routes in bulk. The tab also has sample configuration

details.

Table 18. eBGP Peer configuration tab

Field Description

Policyld Enter the static route policy ID. This is a unique value. For
example, 1a-tier0-1.

Description Enter the description detail for the eBGP peer policy.

PeerInterfacelPAddress

Enter the IPv4 network address for the eBGP peer policy.

PeerASN

Enter the peer ASN number.

Nodeld

Enter the node ID, which is the service tag number of the
switch separated by comma.

Upload and apply the bulk configuration template

Upload the completed template to apply the configurations to the SmartFabric instance.

1. Click the SmartFabric instance > Bulk Configuration.

2. Click Skip to go to the next step.
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3. Click Select File to choose the completed XLS worksheet containing the bulk SmartFabric configuration.

Select Bulk Configuration

Choose File | SmartFabric_Bu..late_rev21Jul.xls

‘ CANCEL ‘ SELECT

4. Click Validate to proceed with the validation.

rver Interface Uplink Network Global Settings

summary Topology Switches Bulk Configuration

Bulk Configuration

© © O O

Download Template Select File Validate Apply

Select Configuration File

Select an XLS file containing SmartFabric Bulk Configuration

T SELECT FILE

Selected File SmartFabric_BulkConfig_Template_rev21Jul.xls

‘ BACK ‘ VALIDATE

The system displays the validation check status of each template configuration tab. If validation check has errors, the errors
are displayed at the top with the detailed information. You can change the configurations based on the error information
provided and upload the file again to proceed. You cannot move to next step until the errors are corrected.
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B. Click Apply to apply the bulk configuration file. The system verifies the configurations and displays the verification details.

9, & & O

Download Template Select File Validate Apply

Validate Configuration File

Validate the SmartFabric Bulk Configuration file

Selected File SmartFabric_BulkConfig_Template_rev21Jul.xls

Configuration Category
» | & L3 Routed
» | @ Multi-rack L3 VLAN

Configuration Catagories per page 10 1- 2 of 2 Configuration Catagories

‘ BACK ‘ APPLY

6. Click Complete to implement the bulk configuration on the SmartFabric instance.

© 9, © O

Download Template Select File Validate Apply

Apply Configuration File

Apply the SmartFabric Bulk Configuration file

Selected File SmartFabric_BulkConfig_Template_rev21Jul.xls

Configuration Category
» | @ L3 Routed
% | @ Multi-rack L3 VLAN

Configuration Catagories per page 10 1- 2 of 2 Configuration Catagories

BACK COMPLETE

The system displays success message.

Click Apply another configuration to apply another bulk configuration template.

If you want to verify the configurations, you can go to the respective configuration menus for the SmartFabric instance to view
the list of created networks, server profiles, or server interface profiles created using bulk configuration feature.
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Configure server interface profile

Server Interfaces Profile page displays a list of Server Profile IDs and their respective onboard status. Select a profile to view
details pertaining to that specific profile. You can view information including interface ID, fabric ID, native VLAN, and network
name and VLAN ID (if applicable).

From Server Interface, you can:

Create a server interface profile.

Edit a network in a server interface profile.
Edit the ports in a server interface profile.
Delete a server interface profile.
Automate server onboarding.

By default, OMNI creates server interface profiles for all the server interfaces of the host as part of OMNI automation if
the server interface profiles do not exist. For example, if there are four vmnics available (vmnic1 - vmnic4) in a host, OMNI
automation creates server interface profiles for all the four vmnics if the server interface profiles do not exist for those
interfaces. OMNI automation created server interface profiles are of Dynamic type. If the server interface profiles created
by OMNI automation are not meant to be dynamically onboarded, you can edit the server interface profile details for those
interfaces from OMNI Ul, see Edit server interface profile.

Create server interface profile

Create a server profile by providing the server profile type, name, and bonding technology.
Create server interface with an existing server profile
To create a server interface with an existing server profile:

1. Select the SmartFabric instance > Server Interface.
2. Click Create to create a server interface profile and provide server interface ID, then select Existing Server Profile.
NOTE: You cannot configure duplicate server interface ID. When using MAC address to onboard server interface, enter
MAC Address without ":", for example, f8f21e2d78e0. For onboarding ESXi host Interfaces for zero touch automation,
use the ESXi host VM NIC physical adapter MAC address without ":".
3. Select the Server Profile Id from the list, select one or multiple networks for the Untagged Network, enable or disable
NIC Bonding, select Static Onboarding Option as No, and click Create.
- _____________________________________________________________________________________________________________________ |

Create Server Interface Profile X

Server Interface Id 812122479

Unique string to identify the interface

When using MAC Address to onboard server interface, enter MAC Address without ™", e.g.
"f&f21e2d78e0"

For onboarding ESXi Host Interfaces for zero touch automation, use the ESXi host vmnic physical
adapter MAC address without ":".

Server Profile © Existing Server Profile  (7) New Server Profile

Server Profile Id 100.104.26.2

Untagged Network Network-800-OMNI (VLAN-800 of VxLAN Tagged Network Network-800-OMNI (VLAN-800 of VxLAN
MNetwork) x MNetwork) x

Client_Control_Network (VLAN-3939 of

VxLAN Network) x
Network-700-OMNI (VLAN-700 of VxLAN
Network) x

Static () Yes @ No NIC © Enable (O) Disable
Onboarding Bonding
Option

CANCEL CREATE

SmartFabric management with OMNI 81



4. (Optional) Select Yes for the Static Onboarding Option, add Leaf Node and Interface (where the server interface is
connected), select the routing protocol as None, and click Create.

Create Server Interface Profile X

Server Interface Id f8i21e2d78

Unique string to identify the interface

When using MAC Address to onbeard server interface, enter MAC Address without ™", e.g.
"f&f21e2d78e0"

For onboarding ESXi Host Interfaces for zero touch automation, use the ESXi host vmnic physical
adapter MAC address without ":".

Server Profile @ Existing Server Profile  (_) New Server Profile
Server Profile Id 100.104.26.2 ”
Untagged Network Network-800-OMNI (VLAN-800 of VxL AN Tagged Network Network-800-OMNI (VLAN-800 of VxLAN
MNetwork) x MNetwork) x
v Client_Control_Network (VLAN-3939 of
VxLAN Network) x
Network-700-OMNI (VLAN-700 of VxLAN
MNetwork) x
Static © Yes (O No NIC @ Enable () Disable
Onboarding Bonding
Option
Leaf Node Leaf2 (AIB2CD4) v Interface AIB2CD4:ethernetl/1/42 ~
Routing Protocol © MNone () eBGP () Static Route
Select Routing for static onboarding of interface

CANCEL CREATE

B. (Optional) Select Yes for the Static Onboarding Option, sclect Leaf Node and Interface (where the server interface is

connected), select eBGP. Enter the eBGP routing template by entering the name, peer ASN, description, and peer interface
IP address, and click Create.
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Create Server Interface Profile X

Server Profile ° Existing Server Profile (:) MNew Server Profile
Server Profile Id 100.104.26.2 <
Untagged Network Network-800-OMNI (VLAN-800 of VXLAN Tagged Network Network-800-OMNI (VLAN-800 of VXLAN
MNetwork) x MNetwork) x
v Client_Control_Network (VLAN-3939 of
VxLAN Network) x
Network-700-OMNI (VLAN-700 of VxLAN
Network) x
Static © ves (O No NIC © Enable () Disable
Onboarding Bonding
Option
Leaf Node Leaf2 (A1B2CD4) -~ Interface AIB2CD4ethernetf1/42 ~
Routing Protocol () None @@ eBGP (O) Static Route

Select Routing for static onboarding of interface

Name sample ebgp Peer Interface IP 1111
Address 0.000
Peer ASN 1 Description (optional)

Positive Mumber

-

CANCEL CREATE

®|NOTE: In static onboarding, the eBGP or static route routing protocol option is used for NSX-T deployment.
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6. (Optional) Select Yes for the Static Onboarding Option, select Leaf Node and Interface (where the server
interface is connected), select Static Route, enter the Network Address and Next-Hop Address, then click Create.

Create Server Interface Profile X

Server Profile Id 100.104.26.2

Untagged Network Network-800-OMNI (VLAN-800 of VxLAN Tagged Network Network-800-OMNI (VLAN-800 of VxLAN
MNetwork) x MNetwork) x

Client_Control_Network (VLAN-3939 of

VxLAN Network) x
Network-700-OMNI (VLAN-700 of VxLAN
Network) x

Static © ves (O No NIC © Enable () Disable

Onboarding Bonding

Option

Leaf Node Leaf2 (A1B2CD4) - Interface AIB2CD4:ethernetlf1/42 -

Routing Protocol () None () eBGP @@ Static Route

or static onboarding of interface

Name samplestatic Network Address 1111

Prefix Length 24 Mext Hop IP Address 5555

Description (optional) ‘

-

CANCEL CREATE

@l NOTE: You cannot delete any created server profile.
7. The system displays server profile and server interface creation successful messages.
Create server interface with new server profile
To create a server interface with new server profile:

1. From SmartFabric instance, select Server Interface.
2. Click Create to create a server interface profile and provide server interface ID, then select New Server Profile.
@ NOTE: You cannot configure duplicate server interface ID. When using MAC address to onboard server interface, enter
MAC Address without ":", for example, f8f21e2d78e0. For onboarding ESXi host interfaces for zero touch automation,
use the ESXi host VM NIC physical adapter MAC address without ":".
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3. Select the Server Profile Id and Server Profile Bonding Type from the list, select the Untagged Network and
Tagged network, enable or disable NIC Bonding, select Static Onboarding Option as No, and click Create.

Create Server Interface Profile

Server Interface Id f8f21e2d78

Unigue string to identify the interface

When using MAC Address to onboard server interface, enter MAC Address without ":", e.g.

“faf21e2d78e0"

For onbeoarding ESXi Host Interfaces for zero touch automation, use the ESXi host vmnic physical

adapter MAC address without ™",

Server Profile

Server Profile Id new-profile

Unigue string to identify

the server

Untagged Network Select Untagged Network

Static
Onboarding
Option

Yes @ No

Existing Server Profile @) New Server Profile

Server Profile
Type

Tagged Network

NIC
Bonding

Bonding v

| Select Server Profile Bonding Type
AutoDetect

| LACP

© Enable Disable

CANCEL

4. (Optional) Select Yes for the Static Onboarding Option, add Leaf Node and Interface (where
the server interface is connected), select the routing protocol as None, and click Create.

Create Server Interface Profile

Server Profile Id new-profile

Unique st

Untagged Network | [ e T
(VLAN-4091 of VxLAN Network) x

v

ring to identify the server

Static
Onboarding
Option

© ves No

Leaf Node Leaf2 (GGVQGO2) ~

© None eBGP Static Route

Routing for static onboarding of interface

Routing Protocol

Select

Server Profile
Bonding Type

Tagged Network

NIC
Bonding

Interface

AutoDetect

Client_Management_Network (VLAN-4091
of VxLAN Network) x
Client_Control_Network (VLAN-3939 of
VxLAN Network) x

VXLAN_400 (VLAN-400 of VXLAN
Network) x

L3VLAN_600 (VLAN-600) x

© Enable Disable

GGVQG02:ethernet/1/17

CANCEL ‘

B. (Optional) Select Yes for the Static Onboarding Option, select Leaf Node and Interface
(where the server interface is connected), select eBGP. Enter the eBGP routing template by
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entering the name, peer ASN, description, and peer interface IP address, and click Create.

Create Server Interface Profile

Network) x

Static © Yes No NIC © Enable Disable
Onboarding Bonding
Option

Leaf Node Leaf2 (GGVQGO2) ~ Interface GGVQGO2:ethernetl/117  ~

Routing Protocol None ° eBGP Static Route
Select Routing for static onboarding of interface
sample Peer Interface IP

Address

Peer ASN 1 Description (optional)

Positive Number

P
CANCEL CREATE

@l NOTE: In static onboarding, the eBGP or static route routing protocol option is used for NSX-T deployment.

6. (Optional) Select Yes for the Static Onboarding Option, select Leaf Node and Interface (where the server
interface is connected), select Static Route, enter the Network Address and Next-Hop Address, then click Create.

Create Server Interface Profile

Static © ves NIC © Enable Disable
Onboarding Bonding
Option

Leaf Node Leaf2 (GGVQGO2) v Interface GGVQGO2:ethernetl/1/17

Routing Protocol None eBGP o Static Route
Select Routing for static onboarding of interface
static Network Address

Prefix Length Next Hop IP Address

Description (optional)

CANCEL CREATE

@l NOTE: You cannot delete any created server profile.

7. The system displays server profile and service interface creation successful messages.
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@ NOTE: OMNI does not synchronize a statically onboarded interface when it is first added. For the synchronization to
happen, a port-group change event on the vCenter must happen or a restart of the automation service for the specific

vCenter and SmartFabric instance must occur.

Edit networks and ports in a server interface profile

You can edit the network and port configuration in a server interface profile. You can also view the detailed information of a

server interface profile.
Select a server interface ID to view the properties of the profile on the right.
Edit networks on a server interface profile

From SmartFabric instance, select Server Interface.

Select the server interface ID from the list to view the detailed information.
Click Edit Networks.

Edit the Untagged Network and the Network configuration for the profile.
Click Edit.

CIFSESENEES

Edit Server Interface Profile Networks 74867af2cf2d

Untagged Network | [ e Y N R T L e A Tagged Networks
Network) x

The system displays the server interface profile update success message.

Edit ports on a server interface profile

1. Select the server interface ID from the list, and click Edit Ports.

network-888 (VLAN-888 of VxLAN Network)
X

Network-700-OMNI (VLAN-700 of VxLAN
Network) x

Network-800-OMNI (VLAN-800 of VxLAN
Network) x

CANCEL EDIT

2. Edit the Static Onboarding Option and the NIC Bonding configuration for the profile.

3. Click Edit.
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Edit Server Interface Profile 74867af2cf2d

Static O ves No NIC Enable (@ Disable
Onboarding Bonding
Option

Leaf Node Leafl (N1Z6Y42) -~ Interface NZ6Y42.ethernetl/1/48 ~

CANCEL ‘ EDIT

The system displays the server interface profile update success message.

Delete a server interface profile

You can delete a service interface profile from the SmartFabric instance:
1. Select the server interface profile from the displayed list and click Delete.
2. Click Delete to confirm.

Import ESXi host profiles from vCenter

Automate onboarding of server interface profile by importing:

Use this feature to migrate the existing ESXi hosts that are already connected to the vCenter and ready to be onboarded on
to the fabric. The feature imports all the required servers to onboard on to the SFS instead of manually configuring the server
interface one at a time.

OMNI retrieves data center, clusters, hosts, VM NICs, and networks for the registered vCenter. Create server interface profiles
for the set of available VM NICs in ESXi hosts from vCenter.

@l NOTE: In vCenter, enable LLDP on Distributed Virtual Switch of ESXi host to discover the interfaces automatically.

1. From SmartFabric instance, select Server Interface.
2. Click Import from vCenter to launch the Onboarding ESXi Hosts wizard.
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3. Select the vCenter from the list, and click Next.

Onboarding ESXi Hosts vCenter Selection

1 vCenter Selection
vCenter

Select vCenter

100.104.26.21

100.104.26.25

CANCEL

4. Select the relevant cluster, the ESXi host, or the VM NICs available on the ESXi host. ESXi Host Selection window displays

the server profile status of the interfaces on the right.

@l NOTE: You cannot select the VM NICs that are already part of a server interface profile in SmartFabric.

Onboarding ESXi Hosts  ESXi Host Selection

1 vCenter Selection
Datacenter

2 ESXi Host Selection v [=] Default Cluster
v B 100.104.26.2

3 Interface Configuration
vmnic3
vmnic1

vmnic2

vmnicO

100.104.26.3

5. Click Next to complete the selection of the VM NICs.

Seleted VM NICs for Server Interface Profile creation.

*Server Interface Profile exist for the disabled interfaces

Host T Interface T Server Interface Profile Exist

100.104.26.2 vmnicl false

CANCEL
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6. The Interface Configuration screen displays the list of selected VM NICs.

Onboarding Interface Configuration
ESXi Hosts

T ADD NETWORKS

1 vCenter Selection
Interface Id Interface Name Discovered Interface Tagged Networks Untagged Network Routing =

2 ESXiHost Selection Server Id: 100.104.26.2 Bonding Technology: AutoDetect

3 Interface Configuration 74867af2cf2d vmnicl 11Z6Y42:ethernetl/1/1 network-700, ..

cancer | sack | [

7. (Optional) Click Edit icon available for each interface to edit the server profile information.

Edit the NIC bonding configuration and Static Onboarding. If the static onboarding is No, select an Untagged Network
and one or more Tagged Networks and click Update.

Edit Server Interface Profile

NIC Bonding Enable @ Disable

Static Onboarding Yes @ No

Untagged Network Network-799-OMNI (VLAN-799) Tagged Networks Network-600-OMNI (VLAN-600)
X X

CANCEL UPDATE

@l NOTE: You cannot select same network for both untagged and tagged networks.

(Optional) If the static onboarding is Yes, select Leaf Node and Interface (where the server interface is connected), select

the Routing Protocol.

e (Optional) Select the Routing Protocol as None, and click Update.

e (Optional) Select the Routing Protocol as eBGP, enter the ASN and IP address, and click Update.

e (Optional) Select the Routing Protocol as Static Route, enter the Network Address and Next-Hop Address, and
click Update.
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@l NOTE: You cannot edit the server profile that is already configured in the system.

8. Click Add Networks to associate the networks that are part of the fabric for all the server interface
profile. Select the networks for Tagged Networks and Untagged Network from the list, and click Add.

Add Server Interface Networks

Add Networks will overwrite the existing networks of all the server interface profiles.

Tagged Networks Client_Control_Network (VLAN-
3939 of VXLAN Network) x
VXLAN 800 (VLAN-800 of
VxLAN Network) x
Network-12-OMNI (VLAN-12) x

Untagged Network VXLAN 800 (VLAN-800 of
VXLAN Network) x

@l NOTE: Add networks overwrite the existing networks of all the server interface profiles.

9. Click Finish after all the configurations are complete.

Onboarding Interface Configuration
ESXi Hosts

T ADD NETWORKS

1 vCenter Selection
Interface Id Interface Name Discovered Interface Tagged Networks Untagged Network Routing

2 ESXiHost Selection Server Id: 100.104.26.2 Bonding Technology: AutoDetect

3 Interface Configuration 74867af2cf2d vmnicl 11Z6Y42:ethernetl/1/1 network-700, ..

cancer | sack | [

The system displays the server interface profile update success message.
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Import SmartFabric discovered server interfaces

Automate onboarding of server interface profile by importing profiles that are discovered by SFS. Starting from 2.0 release, you
can onboard unknown servers using OMNI.

When known servers are connected to the fabric, SFS discovers the servers automatically, and OMNI onboards the discovered
servers as part of this workflow. SFS discovers the hosts or servers as known using the originator field in the Dell custom LLDP
TLVs sent by the servers. Starting from 0S10.5.2.2 release, SFS discovers unknown servers and you can onboard the unknown
servers through OMNI using the Import from Fabric option. Onboarding unknown servers is applicable for the SFS L3 leaf and
spine personality. Use this feature to onboard a new known and unknown server.

e Known server—A known server is a host that sends a valid originator in Dell-specific (custom) TLVs in LLDP frame that is
recognized by SFS. Following are the list of known servers that are discovered by SFS:
o VxRail
o PowerStore-X
o PowerStore-T
e Unknown server—An unknown server is a host that sends LLDP frames that do not include the Dell-specific TLV.
1. From SmartFabric instance, select Server Interface.
2. Click Import from Fabric. Discovered Server Interface window appears with the list of discovered interfaces.

Discovered Server Interface

Y r Discovered v Tagged T Untagged v

Server Profite interface Networks Network

Server Type Interface Id Routing

Unknown ethernet!/1/41 BQ700Q2:ethernet/1/3 Client_Manag

Unknown ethernet!/1/42 BQ700QZ:ethernet!/1/4 Client_Manag...
Unknown ethernet1/1/44 GGVQAGO2:ethernetl/1/4 Client_Manag...
Unknown ethernet/1/43 GGVQGO2:ethernet1/1/3 Client_Manag...
Unknown ethernet1/1/49 BQ700Q2:ethernet!/1/27:1 Client_Manag...

Unknown ethernet/1/44 GGVQGO2:ethernet1/1/2 Client_Manag...

&
74
&
&
&
&

@l NOTE: The interface that is already associated with a server interface profile is not listed in the discovery table.
3. Edit the server profile information of each interface using the Edit option available at the end of each row.

Edit the NIC Bonding configuration and Static Onboarding. If the static onboarding is No, select an Untagged Network
and one or more Tagged Networks and click Update.

@l NOTE: You cannot select same network for tagged and untagged network.

(Optional) If static onboarding is Yes, select Leaf Node and Interface (where the server interface is connected), select the
Routing Protocol.
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e (Optional) Select the Routing Protocol as None, and click Update.

Edit Server Interface Profile

NIC Bonding Enable (@ Disable

Static Onboarding © ves No

Leaf Node Leafl (NZ6Y42) Interface 11Z6Y42:ethernet/1/30 -

Untagged Network - Tagged Networks
Client_Management_Network
(VLAN-4091 of VXLAN
Network) x

Select Network

Routing Protocol © None eBGP Static Route

onbo

‘ CANCEL ‘ UPDATE

(Optional) Select the Routing Protocol as eBGP, enter the ASN and IP address, and click Update.

Edit Server Interface Profile

Leaf Node Leafl (1Z6Y42) ~ Interface 11Z6Y42:ethernetl/1/30 v

Untagged Network . Tagged Networks
Client_Management_Network

(VLAN-4091 of VxLAN
Network) x

Select Network

Routing Protocol

IP Address

Description (optional)

[ CANCEL ‘ UPDATE
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e (Optional) Select the Routing Protocol as Static Route, enter the Network Address and Next-Hop Address, and
click Update.

Edit Server Interface Profile

Static Onboarding O ves No

Leaf Node Leafl (11Z6Y42) ~ Interface 11Z6Y42:ethernetl/1/30 ~

Untagged Network Tagged Networks
Client_Management_Network Select Network

(VLAN-4091 of VXLAN
Network) x

Routing Protocol None eBGP (@ Static Route

Select Routing for static onboar

static Network Address
Prefix Length Next Hop IP Address

Description (optional)

[ CANCEL UPDATE

4. Select one or multiple discovered interfaces, add the service profile and networks, and click Update. For more information
about adding server profile and networks, see Add to Server Profile and Add networks sections.

Add to Server Profile

To add the discovered interfaces to a new or existing server profile:

1. Select one or more discovered interfaces, and click Add to Server Profile.
2. Select the server profile to which you want to add the discovered server interfaces.

e Select Existing Server Profile—Select the Server Profile Id to associate the interface with the existing server profile,
and click Associate.

Server Profile

Server © Existing Server Profile () New Server Profile
Profile

Server
Profile Id

CANCEL
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e Select New Server Profile—Enter the Server Profile Id and Bonding Type to associate the interface with the new
server profile, and click Associate.

Server Profile

Server Existing Server Profile ) New Server Profile
Profile

Server Bonding AutoDetect
Profileld | oo et e TYPE

‘ CANCEL ‘

3. The system displays the server interface profile association success message.
Add Networks

To add the networks to the discovered interfaces:

1. Select one or more interfaces from the list, and click Add Networks.

2. Associate the networks with the discovered interfaces, and click Add.

e Select one or multiple networks for Tagged Networks.
e Select a single network for Untagged Network.

Add Server Interface Networks

Add Network will overwrite the existing networks of all the server interface profiles

Tagged Networks a (VLAN-3999) x
vian130 (VLAN-130) x
vian120 (VLAN-120) x
vlan300 (VLAN-300) x

network-12 (VLAN-12 of
VxLAN Network) x

Untagged Network a (VLAN-3999) x

| N

@l NOTE: Add networks overwrite the existing networks of all the server interface profiles.
3. The system displays the server interface networks addition success message.

Remove from server profile
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To remove the interface from the server profile, select one or more interfaces from the list, and click Remove from Server
Profile.

Configure and manage uplinks

Configure an uplink and manage the uplinks that are available in the SmartFabric instance.
Using the Uplinks tab, you can:

View the list of uplinks created in the SmartFabric instance.
Create an uplink.

Edit network and port configuration for an uplink.

Delete a created uplink.

You can create uplinks with available interfaces which are not part of an existing uplink, server connected ports, part of a fabric
automation, or jump port.

There are two types of uplinks—L2 and L3, and there are two types of L3 uplinks—L3 VLAN and L3 routed interface. Once you
have created an uplink, you can then associate networks to the uplink and change or modify interfaces. These user-managed
uplinks require configuration of networks through SmartFabric vCenter. From the SmartFabric instance, select Uplink to view
the uplinks summary.

@l NOTE: If you delete an uplink, any unused networks and ports can be used for future use.

Create L2 Uplink

You can create an uplink by selecting the fabric with a unique name, and select the interfaces, and networks to create a user
uplink.

1. Select the SmartFabric instance > Uplink, and click Create.

2. Enter the uplink port type as L2, a Name, an optional description, then click Next.

Create Uplink Uplink Details

Uplink Port Type L2 L3
1 Uplink Details P v °

MName uplinkl

Description
(optional)

CANCEL NEXT
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3. Enter the port configuration by selecting the rack to create the uplink on,
select the interfaces, the LAG Mode (LACP or Static), then click Next.

Create Uplink Port Configuration

Select Rack to Rack AutoFab-7222¢224-223c-5fa4-a244-cd3cal685550

1 Uplink Details Create Uplink on

2 Port Configuration Leafl Leaf2

ethernet1/1/29 (Leafl) Up x ethernet1/1/29 (Leaf2) Up x g

Lag Mode © LACP Static

CANCEL

4. Select the untagged network, the OMNI network, and Select Yes or No to integrate
the networks that are created automatically in the fabric through vCenter on this uplink.

Create Uplink Network Configuration

. ) UnTagged Network VXLAN_400
1 Uplink Details

2 Port Configuration Client_Management_Network (VLAN-4091 of VxLAN Network) x

3 Network Configuration | +CREATE NETWORK

Do you want networks automatically created in the fabric through vCenter
Integration to be extended on this uplink?

0 ves No

CANCEL BACK m
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B. (Optional) Click Create Network to associate a network with the uplink.
Enter the name of the network, optional description, and the VLAN number.

Add Network

Name L2vian

Description (optional)

6. Click Finish to complete the L2 uplink creation.

The system displays user uplink creation success message.

Create L3 Uplink

Create an L3 uplink of L3 VLAN or L3 routed interface types.
Create L3 VLAN uplink

1. Select the SmartFabric instance > Uplink, and click Create.
2. Select L3 for the uplink port type, select L3 VLAN, enter the name for the uplink, and optional description, then click Next.

Create Uplink Uplink Details

Uplink Port Type L2 L3
1 Uplink Details P yp (-]

_ _ L3 Type © L3 VLAN L3 Routed Interface
2 Port Connguratlon

Name 13vlan

Description
(optional)

CANCEL NEXT
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3. Select the Switch group (Leaf or Spine), select the rack to create the uplink on, select the interfaces, select LACP for

the LAG mode, then click Next.

Leaf:

Create Uplink

1 Uplink Details
2 Port Configuration

3 Network Configuration

Spine:

Create Uplink

1 Uplink Details
2 Port Configuration

3 Network Configuration

Port Configuration
Switch Group © Leaf Spine

Select Rack to Rack AutoFab-7222c224-223c-5fad-a244-cd3cal685550
Create Uplink on

Leaf1 Leaf2

ethernet1/1/30 (Leafl) Up x N4 ethernet1/1/32 (Leaf2) Up x

Lag Mode © LAcP Static

CANCEL BACK NEXT

Port Configuration
Switch Group Leaf @ Spine
Domain

Spine

ethernet1/1/6 (Spine) Up x | ethernet1/1/5 (Spine) Up x | ethernet1/1/7 (Spine) Up x [

Lag Mode © LACP Static

CANCEL BACK NEXT

4. Select UnTagged network, select the OMNI network, enter an optional description, select either eBGP or Static Route
for the routing protocol, enter the routing policy information, then click Finish.

SmartFabric management with OMNI

99



Create Uplink Network Configuration

Network Profile Information
1 Uplink Details

() Tagged @ UnTagged
2 Port Configuration
Name L3VLAN Prefix 24
Length
3 Network Configuration eng

IP Addresses

Description (optional)

Route Policy Information

Routing Protocol
© eBGP () Static Route

Policy Id Policy Name vlanebgp

Peer Interface IP Peer ASN
Address

Description
(optional)

CANCEL BACK m

A route is associated with the nodes that are configured in the port configuration. The system displays uplink creation
success message.

Create L3 routed interface uplink

1. Select the SmartFabric Instance > Uplink, and click Create.
2. Select L3 routed interface, enter the Uplink name, and optional description, then click Next.

Create Uplink Uplink Details

Uplink Port Type L2 L3
1 Uplink Details P vP °

L3 Type L3 VLAN L3 Routed Interface
2 Port Configuration w ° Y

MName 13routel

Description
(optional)

CANCEL NEXT

3. Select the Switch group (Leaf or Spine), the rack to create the uplink on, select the interfaces, then click Next.
Leaf:
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Create Uplink

1 Uplink Details
2 Port Configuration

3 Network Configuration

Spine:

Create Uplink

1 Uplink Details
2 Port Configuration

3 Network Configuration

Port Configuration

Switch Group O Leaf Spine

Select Rack to Rack AutoFab-7222¢224-223¢-5fa4-a244-cd3¢al685550 v
Create Uplink on

Node Leafl
ethernet1/1/29 (Leafl) Up x

CANCEL

Port Configuration
Switch Group Leaf @ Spine
Domain

Node Spine

ethernet1/1/7 (Spine) Up x

CANCEL

4. Enter the network profile information and routing policy information for the uplinks, then click Finish.
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Create Uplink Network Configuration

Network Profile Information
1 Uplink Details

Name I3routed
2 Port Configuration

X X IP Address
3 Network Configuration

(optional)

Description ‘

Route Policy Information

Routing Protocol
@ =BGP () Static Route

Policy Id 1 Policy Name 13routedebap

Peer Interface IP Peer ASN 1
Address

Description
(optional)

CANCEL BACK m

The system displays L3 routed uplink creation success message.

Edit networks and ports in an uplink

You can edit the network and port configuration for an uplink, and also view the detailed information of the uplink.
Select the uplink from the displayed list to view the details of the uplink on the right.

Edit networks
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1. Select the uplink from the list, and click Edit Networks.

Name T
Leaf2L3RoutedV
DS_nsx

© L2uplink

C +CREATE £EDIT NETWORKS /£’EDIT PORTS

X DELETE

Uplink ID T Info
ed723614-63c0-42e6-8937-b3 (" Networks
134cf97d44 ve—
( Interface
76c21a71-7daa-479e-b152-114a (" Networks
6613fb3d —
( Interface:
»
Uplinks per page 10 v 1- 2 of 2 uplink

Uplink Details

Name L2Uplink

Uplink ID 76c21a71-7daa-479e-b152-114a6613fb3d

Uplink Type Normal

LAG Type Static

Fabric 7222c224-223c-5fa4-a244-cd3cal685550

Untagged 100 (100)

VLAN
Member b ¢ T Y
Interface Status MTU Type
] Down 9216 PhysicalEther
Leaf2:ethernet1/1/2
[ Up 9216 PhysicalEther
Leafl:ethernet1/1/3

q »

Interfaces per page 10 v 1- 2 of 2 Interfaces
Network Name T Vlan ID b
Client_Control_Network 3939
vMotion_500 500
Networks per page 10 v 1- 2 of 2 Networks

2. Edit the Untagged Network associated with the uplink, and click Update.

The system displays the uplink interface edit success message.

Edit ports

Edit Uplink Networks

UnTagged Client_Control_Network (VLAN-3939 of VxLAN Network) Originator

Network

testing_1088 (VLAN-1) Originator Manual x

[ CLOSE ‘ UPDATE
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1. Select the fabric uplink from the list and click Edit Ports.

Edit Uplink Interfaces

ethernet1/1/29 (0S10) Down x | ethernetl/1/48 (OS10) Down x
ethernet1/1/18 (OS10) Down x

CLOSE UPDATE

2. Edit the networks associated with uplink interfaces and click Update.

The system displays the uplink interface edit success message.

Delete an uplink

You can delete a user-created uplink:
1. Select the uplink from the displayed list, and click Delete.
2. Click Delete to confirm.

Configure networks and routing configuration

You can set up networks and routing configuration.
@l NOTE: Networks that are created by the OMNI user interface are considered Manual.

The OMNI vCenter PortGroup VLAN automation process does not add Manual networks to auto uplinks, and does not remove
them from SmartFabric. Add Manual networks to uplinks using the OMNI portal if needed. The OMNI VLAN automation process
uses Manual networks for ServerInterfaces. If you are using the VLANs for the OMNI registered vCenter PortGroup, it
is not recommended to use the OMNI portal to create a network. OMNI automation manages those VLANSs or networks by itself.
For complete information, see OMNI vCenter integration.

You can configure the following types of networks:

General purpose network

L3 routed interfaces (for L3 profiles only)
Multi rack L3 VLAN (for L3 profiles only)
VLAN networks (for L2 and L3 profiles)
VXLAN networks (for L2 and L3 profiles)

Configure networks

You can manage general purpose, multi rack L3 VLAN, VXLAN, VLAN networks, and L3 routed interfaces.

From SmartFabric, select the instance > Network. From Network tab, you can create, edit, and delete the networks.
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Configure general purpose networks

When you create a general purpose network, OMNI creates a VLAN network along with the VXLAN virtual network.

In general purpose network, VXLAN network identifier (VNI) and VLAN ID are same and you can associate one VLAN with the
VNI across the fabric. If you delete a VLAN network, it automatically deletes the associated VXLAN network.

For example, if you create a general purpose network with VLAN ID 50, OMNI creates a VLAN 50 and associated VXLAN
network with VNI 50 in the SmartFabric. When you delete the VLAN network, both VLAN 50 and VXLAN VNI 50 are deleted.

@ NOTE: OMNI Ul does not display the virtual networks that are created automatically during general purpose network
creation, as OMNI Ul is designed to filter these virtual networks when displayed in the Ul. However, SFS Ul displays the
virtual networks that are created automatically during the general purpose network creation.

Create general purpose network

To create a general purpose network:

1.
2.

3.

Click the SFS instance for which you want to create a network.

Click Networks > General Purpose Networks. The page displays the list of the general purpose networks that are already
configured in the SmartFabric.

Click Create to create a Layer 2 general purpose network.
Enter the following details:

Network ID.

Network name. For example, network-201.

VLAN ID. A number that ranges from 1 to 3999 (except 3939). For example, 201.
Description.

Create Layer 2 General Purpose Network

Network ID network2
Network Name network2

Vian 345

Description

CANCEL CREATE

B. Click Create. The system displays virtual network creation successful message.

Edit general purpose network

You can edit the configuration of the Layer 2 general purpose network and change it to Layer 3 general purpose network.
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1. Select a network from the list and click Edit.

Edit Layer 2 General Purpose Network : network-791

Network Type Layer 2 General Purpose Network
Network Name network-791

Vian 791

Description

CANCEL

2. Select the network type to Layer 3 general purpose network.
3. Enter the following details:

Network name

VLAN

Description

IP address

Prefix length

Gateway IP address

Helper address

Edit Layer 3 General Purpose Network : network-791 X
Network Type Layer 3 General Purpose Network
Network Name network-791
Vian 791
Description
1
IP Addresses
13.111-4

P Address (0.0.0.0 11.11-4

CANCEL EDIT

4. Click Edit. The system displays virtual network edits success message.
View general purpose network

To view the details of the general purpose networks, select a network from the list. The VLAN details of the specific network
including network ID, originator, network name, VLAN ID, QoS priority, network type, VLAN interface IP address details, prefix
length, gateway IP address, and DHCL helper address. Portgroups that are created on the vCenter are displayed under
General Purpose Networks.
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v General Purpose Networks

* ;
(C +CREATE ZEDIT XDELETE VLAN Details
Netwondln [y ¥ | Y asiiee NetworkID  network-791
VSAN 501 Layer 2 Originator Auto
Network network-791
© network-791 791 Layer 3 Name
vMotion_500 500 Layer 2 Description !
VLAN ID 79 QoS Iron
Networks per page 10 v 1- 3 of 3 Networks Priority
Network Layer 3
Type
VLAN Interface IP 1311113113 13.1.1.4 13.0.1.2
Addresses

*Require 1 per leaf Node

Network Prefix Length 24
Gateway IP Address 0.0.0.0
DHCP Helper Address 3.3.35

» VxLAN Networks

Delete general purpose network

When you delete a general purpose network, both the VLAN and the VXLAN networks are deleted from OMNI. To remove a
general purpose network configuration:

1. Select the general purpose network and click Delete. The system displays the list of the server interface profiles associated
with the network.

2. Click Delete to confirm. The system displays network deletion success message.

Configure L3 routed interfaces

This information explains how to create, edit, and delete Layer 3 routed interfaces.

Create L3 routed interface

Use the following procedure to create an L3 routed interface:

1. Select Networks > Layer 3 Routed Interfaces.

2. Click Create.

3. Enter the network ID, network name, description, IP Address, and prefix length.
4. Click Create.
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Create L3 Routed Interface

Network ID
Network Name

Description

IP Address

Prefix Length

CANCEL CREATE

The system displays network creation success message.

Edit network

1. Select the Network ID from the list and click Edit.
2. Edit the configuration as required.
3. Click Edit.

Edit L3 Routed Interface : L3routed_leaf2

Network Name L3routed_leaf2

Description

IP Address 192.168.2.1

P Address (0.0.0.0)

Prefix Length 24

-

The system displays edit network success message.

Delete network

1. Select the network ID to remove and click Delete. The system displays the list of uplinks associated with the network.
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2. Click Delete to confirm.

The system displays network deletion success message.

Configure multirack L3 VLAN

Starting from 2.0 release, OMNI allows you to configure L3 VLAN network for the racks to which the servers are connected.
Using this feature, you can create a L3 VLAN network for each VLT pair (rack) with a different subnet. This network is used
for NSX-T overlay to create VTEP networks. Create, edit, and delete multirack L3 VLAN networks from OMNI. With 2.1 release,
there is a provision to specify IP address for each switch in a rack when creating a multirack L3 VLAN.

This feature is used as part of NSX-T workflow. As part of automation, OMNI creates all the NSX-T networks as multirack L3
VLAN networks. You can edit and provide the Layer 3 details to the NSX-T networks. For more information, see OMNI support

for NSX-T.

Create multirack L3 VLAN

1. Click SmartFabric instance > Networks > Multi-Rack L3 Networks.

2. Click Create.

3. Enter the network ID, name, VLAN number, IP addresses, description, rack IP addresses, prefix length, gateway IP address,
and helper addresses for each rack available in the SmartFabric cluster.

4. Select the Specific IP Addresses checkbox to specify the IP address for each switch.

Create

Network ID

Network Name

Vian

Description

Rack

SiteB-Rack2
Bspecific IP
Addresses

overlay
overlay

2N3

IP Addresses

72.25.10.251

72.25.10.252

Prefix Length

24

Gateway |P Address Helper Addresses

172.27.13.254
72.25.10

CANCEL CREATE

5. Click Create.

The system displays VLAN network creation success message.

Edit multirack L3 VLAN configuration

1. Select a network ID from the list and click Edit.
2. Modify the details, edit the configuration as necessary and click Edit.

The system displays edit network success message.

Delete multirack L3 VLAN configuration

1. Select the VLAN network to remove and click Delete.
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2. Click Delete to confirm.

The system displays network deletion success message.

Configure VLAN networks

Create, edit, and delete L2 or L3 VLAN networks for SmartFabric.

Create L2 VLAN or L3 VLAN network

VLAN networks for L2 profile:

1. Click Networks > VLAN Networks.
2. Click Create.

3. Select the Network Type as Layer 2 VLAN Network is selected as the Network Type, enter the Network ID, Network
Name, enter a number for the VLAN, enter an optional description, then click Create.

Create Layer 2 VLAN Network

Network Type Layer 2 VLAN Network v
Network ID L3VLAN-600
Network Name L3VLAN-600

Vlan 600

Description

CANCEL CREATE

The system displays VLAN network creation success message.

VLAN networks for L3 profile:

Select Networks > VLAN Networks.

Click Create.

Select the Network Type as Layer 3 VLAN Network.

Enter the Network ID, Network Name, a number for the VLAN, description, IP address, and prefix length.
Click Create to confirm.

S IFNEFENIES
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Create Layer 3 VLAN Network

Network Type Layer 3 VLAN Network
Network ID L3VLAN-600
Network Name L3VLAN-600

Vian 600

3999

Description

IP Addresses
15.1.1.0-2

Prefix Length

CANCEL CREATE

The system displays VLAN network creation success message.

Edit network

1. Select a network ID from the list and click Edit.

Edit Layer 2 VLAN Network : I3valn666

Network Type Layer 2 VLAN Network
Network Name 13valn666

Vian 666
1-3999

Description

CANCEL EDIT

2. Modify the configuration as necessary.
3. Click Edit.
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Edit Layer 3 VLAN Network : [3valn666

Network Type Layer 3 VLAN Network
Network Name 13valn666

Vian 666

1-3999

Description

IP Addresses

Prefix Length

-

CANCEL | EDIT

The system displays edit network success message.

Delete network

1.
2.

Select the VLAN network to remove and click Delete.
Click Delete to confirm.

The system displays network deletion success message.

Configure VxXLAN network

Create, edit, and delete L2 and L3 profile VXLAN network configurations through OMNI. The purpose of VXLAN network is to
associate multiple L2 or L3 VLAN networks to a single VXLAN network. Whereas a general purpose network does not have the
flexibility to extend the VXLAN network.

Create VxLAN network

Virtual network for L2 profile:

1.

N

® o b o
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Click the SmartFabric instance > Network.

Click Networks > VXLAN Networks. The page displays the list of the VXLAN networks that are configured in the
SmartFabric instance.

Click Create.

Verify Layer 2 is selected as the Virtual Network Type.

Enter the text for Virtual Network Name, a value for the VxLAN VNI, the VLT VLAN ID, and description.
Click Create.
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Create Virtual Network

Virtual Network Type Layer 2
Virtual Network Name test

VxLAN VNI
VLT VLAN Id

Description

‘ CANCEL CREATE

The system displays virtual network creation successful message.

Virtual network for L3 profile:

1. Select the SmartFabric instance > Network.

2. Click Networks > VXLAN Networks. The page displays the list of the VXLAN networks that are configured in the
SmartFabric instance.

3. Click Create.
4. Select Layer 3 as the Virtual Network Type.

5. Enter the text for Virtual Network Name, a value for the VxLAN VNI, the VLT VLAN ID, IP address, prefix, gateway IP
address, and helper IP address.

6. Click Create.

Create Virtual Network

Virtual Network Type

Virtual Network Name

VXLAN VNI

VLT VLAN Id

Description

IP Address

Layer 3
vlan200

200

Input(l - 16777215) is required

200

Input(l - 3999) is required

[ CANCEL CREATE
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The system displays virtual network creation successful message.

View VXLAN network details

The VxLAN networks display a list of mapped VLANs. Select a VxLAN network to view details pertaining to that specific
network including network ID, VLAN ID, and network name.

Associate multiple VLANs to a VXLAN network
Using the steps, you can map multiple VLANSs to a single VXLAN network.

1. Select a VxLAN network.
2. Click Create option available after the VxLAN details.

v VxLAN Networks

C +CREATE JEDIT XDELETE VxLAN Details

:::::I hletwork it VXLAN VNI Y Network Type Name vxlan300

Description
© vxan300 300 Layer 3 VXLAN VNI 300 VLTIVLANID 300
Client_Control_Virtu 3939 Layer 2 Natwork Tvpe Laver:
al_Network VLAN Interface IP Addresses 14.1.1.114.1.1.2
= ‘Require 1 per leaf Node

Client_Management 4091 Layer 2

_Virtual_Network Network Prefix Length 24
Gateway IP Address 14.1.1.254

Virtual Networks per page 10 v 1- 3 of 3 Virtual Networks
- DHCP Helper Address

VLANs mapped to VXLAN Network

c e

Network VLAN & Network v : T
D D Name Originator
> Network-3 300 Network-30 Manual
00 0
4 3

3. Enter the required details for the VLAN configuration.
4. Click Create.

Edit VxLAN network

You can edit the configuration of VXLAN network:
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1. Select a virtual network from the list and click Edit.

Edit Virtual Network

Virtual Network Type Layer 2

Virtual Network Name vxlan300

VXLAN VNI 300

Input(1 - 16777215) is required

VLT VLAN Id 300
Input(1 - 3999) is required

Description

Vs

CANCEL EDIT

2. Modify the Virtual Network Type.
3. Enter the Prefix, Gateway IP Address, IP address.
4, Click Edit.
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Edit Virtual Network

Virtual Network Type Layer 3

Virtual Network Name vxlan300

VXLAN VNI 300

Input(1 - 16777215) is required

VLT VLAN Id 300

Input(1 - 3999) is required

Description

IP Address
141.11-2

Prefix

Gateway IP Address 14.1.1.254

CANCEL EDIT

The system displays virtual network edits success message.

Delete VxLAN network

To delete a VXLAN network, first delete the mapped VLAN or VLANSs if associated, and delete the virtual network.

1. Select the Virtual Network Name, select the Network to remove, then click Delete.
2. Click Delete to confirm.

The system displays network deletion success message.
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Configure Routes

You can configure static routes and eBGP peer routes for a network.

Configure static routes

Configure static routes and associate the route to the switch.

Create static route

Click SmartFabric > Network > Routing Configuration.
Select Static Routes.

Click Create to add a new static route.

Enter the relevant details and click Create.

NN

Create Static Route

Policy Name vlanstatic

Network Address 11.1.2

Prefix Length @

Next Hop IP Address

Description (optional)

Y

CANCEL CREATE

The system displays static route creation is successful.

Add route to switch

1. Select Routing Configuration > Static Routes.
2. Select a static route that needs to be added to the switch.
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3. Click Add Route to Switch.

Metworks Routing Configuration

w Static Routes

~
+CREATE X DELETE f :
C Static Route - vlanstatic
Y Y Address y Prefix y  NextHop e
i Rame Prefix Length Address Route Description
0 1 vlanstatic 1.1.1.2 24 1113 Switches using this routes
L] »
_ C +ADD ROUTE TO SWITCH
Static Routes perpage 10 v 1-10of 1 Static Routes

Switch

4. Select the switch to map to this route.

Add Route to Switch

Switch Leafl (BQ700Q2)

5. Click Add.

The system displays the route added success message.

Delete route from switch

1. Select the route to delete, and click Delete Route.
2. Click Delete to confirm the removal of the route from the switch.

The system displays route policy deletion success message.

Static route details

The static route details display a list of mapped routes. Select a static route to view details pertaining to that specific route
including the switch ID.
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Delete static route

1. Select the static route to delete and click Delete.
2. Click Delete to confirm.

The system displays static route deletion is successful.

Configure eBGP peer route

You can configure eBGP peer routes for a network.

Create eBGP route

1. Select the SmartFabric instance > Network > Routing Configuration.
2. Click eBGP Peer Configuration.
3. Click Create to add an eBGP peer route.

Create eBGP

Policy Name vlanstatic

Peer Interface IP
Address

Peer ASN 2

Positive Number

Description (optional)

#

CANCEL CREATE

4. Enter the relevant details and click Create. The system displays eBGP peer route creation is successful.
Delete eBGP route

1. Select the eBGP route policy to delete and click Delete.
2. Click Delete to confirm. The system displays route policy deletion success message.

Add eBGP route to switch

1. Select an eBGP route policy and click Add Route to Switch.

SmartFabric management with OMNI 19



2. Select the switch, then click Add.

Add Route to Switch

Switch Spine (SWJFXC2) ~

3. The system displays the route to switch addition success message.
View eBGP peer details

The eBGP peer details display a list of mapped routes. Select an eBGP route to view details pertaining to that specific route
including the switch ID.

Networks Routing Configuration

> Static Routes

~ eBGP Peer Configuration

.
+CREATE XDELETE B
c eBGP Peer - eBGP1_Policy
id v Name v i::;:::mce i T Peer ASN Route Description EBGP policy
° eBGFP1_Policy eBGPI_Policy 20.1.1.1 65001 Switches using this routes
4 »
eBGP Peer Routes perpage 10 v 1-10f 1eBGP Peer Routes

(C +ADD ROUTE TO SWITCH

Switch

Leaf2 (GGVQG02)

Delete eBGP route from switch

1. Select an eBGP route, then click Delete Route.
2. Click Delete to remove the route from the switch. The system displays route deletion success message.

Configure global settings for SmartFabric

Starting from 2.0 release, you can configure SmartFabric switch services settings using OMNI Ul.

You can configure the following services on the SmartFabric switches using OMNI:

e NTP
DNS
e Syslog
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e SNMP

@ NOTE: This feature is supported from SmartFabric 0S10.5.2.2 and later versions, and applicable for SFS L3 leaf and spine
personality.

Configure NTP server

To configure an NTP server:

1. Select the SmartFabric instance > Global Settings > NTP. The page displays the list of the NTP servers that are already
configured in the OMNI VM.

2. Click Add to configure an NTP server.
3. Enter the IP address or hostname of the NTP server and click Add.

Add NTP Server

Server IP / Hostname 100.104.26.26

CANCEL ADD

The system displays the configuration success message.

To delete an NTP server, select an entry from the list and click Delete.

Configure DNS server

To configure one or more DNS servers:

1. Select the SmartFabric instance > Global Settings > DNS. The page displays the list of the DNS servers that are already
configured in the OMNI VM.

2. Click Add to configure one or more DNS servers.

3. Enter the IP address of the DNS server to configure a single DNS server setting. You can use the + button to add more DNS
servers.

4. Click Add.
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Add DNS Server

Server 1 14.11.23

Server 2 43232 ]

Server 3 15.1.1.3

The system displays the configuration success message.

To delete the configured servers, select the server from the list and click Delete All. This action deletes all the configured DNS
servers that are available in the system.

Configure SNMP server

To configure or edit an SNMP server:

1. Select the SmartFabric instance > Global Settings > SNMP. The page displays the list of the SNMP servers that are
already configured in the OMNI VM.

2. Click Add to configure an SNMP server.

Enter the IP address of the SNMP server, community, and SNMP version. Provide the Security details for SNMP v3.
4. Click Add.

o
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Add SNMP Server

Server IP
Community
Version

Security

Add SNMP Server

Server |IP

Community

Version

Security

4.23.31

internal

O v2c v3

42331
internal
v2e @ v3

Private

The system displays the configuration success message.

To delete the configured servers, select a server from the list and click Delete.

Configure syslog server

To configure and edit a syslog server:

1. Select the SmartFabric instance > Global Settings > Syslog. The page displays the list of the syslog servers that are

already configured in the OMNI VM.
2. Click Add to configure syslog server.
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3. Enter the IP address of the syslog server and log level.
4. Click Add.

Add Syslog Server

Server IP 43213

Log Level Critical

The system displays the configuration success message.

Edit syslog server
You can edit the log level for the syslog server.

1. Select the server from the list and click Edit.
2. Edit the log level of the server and click Update.

Edit Syslog Server

Log Level Alert

CANCEL UPDATE

To delete the configured servers, select the server from the list and click Delete.
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Edit fabric settings

With 2.1 and later releases, you can edit default settings of a SmartFabric instance. Use the following procedure to edit the

global fabric configuration settings:

@l NOTE: Any changes to the default fabric settings reboot all the switches in the network fabric.

Click Global Settings > Fabric Settings.
Click Edit.

Edit the values of the default settings.
Click OK.

S IFNENINIES

Click the SmartFabric instance for which you want to edit the global default fabric settings.

Fabric Settings

Leaf ASN

Spine ASN

Private Subnet Prefix
Private Prefix Length
Global Subnet Prefix
Global Prefix Length
Client Control VLAN
Client Management VLAN

STP Mode
© MsT Rapid PVST

65011
65012
172.16.0.0
16
172.30.0.0
16

3939

4091

CANCEL SUBMIT
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The system prompts for confirmation to continue. After you click OK, all the switches in the network fabric reload to apply
the fabric setting changes. The changed settings are applied only after a reboot.

Update default fabric, switch names, and descriptions

SFS assigns unique names for the network fabric, racks, and switches automatically. With 2.1 and later releases, you can edit the
default fabric and switch names, and descriptions of a SmartFabric instance. Use the following instructions to change the names
and descriptions:

1. Click the SmartFabric instance for which you want to edit the default fabric and switch names.
2. Click Global Settings > Set Fabric & Switch name.

3. Click the Set Fabric & Switch name link.

4. Edit the name and description of the network fabric, and click Next.

Set Fabric & Switch Name Network Fabric w

1 Network Fabric

] MName Description

AutoFab-100 Auto-Fabric Generator

CANCEL NEXT

B. Edit the name and description of the rack, and click Next.

Set Fabric & Switch Name Racks %
1 Network Fabric . e cwitehes
2 Racks
SiteB-Rack2 Auto-Fabric Generator

CANCEL [ BACK ‘ NEXT
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6. Edit the name and description of the switches.

Set Fabric & Switch Name

1 Network Fabric
2 Racks

3 Switches

ServiceTag

Switches

Type Madel

Name Description
SiteBSpine siteB
SiteBlLeaf3 siteB
SiteBLeat4 siteB

CANCEL BACK FINISH

7. Click Finish.

@lNOTE: If you change the switch name in the Ul, the hostname on the switch CLlI is also updated.

View fabric events and compliance status

Starting from 2.0 release, OMNI displays the list of fabric events and compliance checks for each SmartFabric instance.

Download the events and compliance errors

@lNOTE: This option is available only when OMNI is accessed as a stand-alone application.

You can download all the events and the compliance errors that are listed for each SmartFabric instance from stand-alone OMNI

ul.

Select the SmartFabric instance > Serviceability and click Download. The downloaded zip file contains the fabric events and

compliance errors in CSV format.

D<EALLEMC OpenManage Network Integration

GU\ OMNI Home (ESmartFabric Instance SFS_2

Summary Topology Switches
~ SmartFabric
(E)SFS_2
Serviceability

Fabric Events Fabric Compliance

Note: Y Filter option expects minimum 3 characters

Name Node v
Leaf2 GGVQG02
Leaf2 GGVQGO2
Leaf2 GGVQGO2
Leaf2 GGVQGO2
Leafl BQ700G2
Leafl BQ700G2
Leafl BQ700G2
Leafl BQ700G2

Server Interface

Severity

Warning

Warning

Warning

Warning

Warning

Warning

Warning

Warning

Uplink Network

Y Timestamp

Nov 25, 2020, 8:49:39 PM

Nov 25, 2020, 8:49:40 PM

Nov 25, 2020, 8:49:41 PM

Nov 25, 2020, 8:49:42 PM

Nov 25, 2020, 8:49:44 PM

Nov 25, 2020, 8:49:45 PM

Nov 25, 2020, 8:49:46 PM

Nov 25, 2020, 8:49:47 PM

Global Settings

Log Out

Life Cycle Management Serviceability

Message

Interface GGVQGO2:ethernetl/1/1is down
Link GGVQGO2Z:ethernetl/1/1is deleted
Interface GGVQGO2:ethernetl/1/2 is down
Link GGVQGO2:ethernet!/1/2 is deleted
Link BQ700G2:ethernet!/1/1 is deleted
Interface BQ700G2:ethernetl/1/1is down
Interface BQ700Q2:ethernet1/1/2 is down

Link BQ700G2:ethernetl/1/2 is deleted

@ NOTE: Download option is not available when OMNI plug-in is launched from vCenter. Hence, you cannot download the

fabric events and compliance CSV files from OMNI plug-in page.
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View fabric events

OMNI Ul lists the events that are generated for each SmartFabric instance.
This feature is supported from SmartFabric 0S10.5.0.7 version and both on L2 and L3 personality.

To view the latest events, select the SmartFabric instance > Serviceability > Fabric Events. The table lists the latest events
with detailed information including switch name, service tag of the switch, severity, time, and the event message.

[E=)SmartFabric Instance SFS_2

Summary Topology Switches Server Interface Uplink Network Global Settings Life Cycle Management Serviceability

Serviceability L DOWNLOAD

Fabric Events Fabric Compliance
Note: Y Filter option expects minimum 3 characters
Name Node b 4 Severity T Timestamp Message
Leaf2 GGVQGO2 Warning Nov 25, 2020, 5:22:27 PM Interface GGVQGO2:port-channellO is down

1-1of 1events

View fabric compliance status

SFES validates the health of the cluster, topology role, underlay, overlay, network, server appliance discovery, uplink, policy,
and VLT. SFS monitors the health in both the switch and the whole fabric levels. OMNI retrieves the fabric compliance status
for the SFS instance and displays the noncompliance events with details. OMNI also recommends the actions to eliminate the
compliance violations or misconfigurations.

This feature is supported from 0S10.5.2.2 version or later, and applicable for SFS L3 leaf and spine personality.
To view the fabric compliance errors:

1. Select the SmartFabric instance > Serviceability > Fabric Compliance to view the latest compliance errors. The table lists
the latest compliance events with detailed information including switch name, service tag of the switch, status, error code,
and the recommended action.

2. Click the information icon to view the recommended action for each compliance error.

Click Refresh to update the data and display the new compliance errors.

You can also view the fabric events and the compliance errors in the SmartFabric instance overview dashboard. Select the
SmartFabric instance > Summary > Overview to view the overview of events and errors. The fabric compliance errors are
grouped under infrastructure, cluster, server onboarding, and uplink categories.
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OMNI automation support for PowerEdge MX
SmartFabric

Starting from 2.0 release, OMNI manages fabric automation for ESXi hosts deployed within the Dell EMC PowerEdge MX
solution when running SmartFabric Services. For any change to the port group configuration in vCenter, OMNI automatically
associates the VLAN to the applicable host-connected ports on the switch. OpenManage Enterprise Modular (OME-Modular) is
embedded in the MX platform and enables configuration and management of up to 20 MX7000 chassis from one interface. For
more information about SmartFabric services on PowerEdge MX, see PowerEdge MX documents.

View the logical and physical switch inventory of MX servers in vCenter Host Network Inventory page. For more information,
see View host inventory.

Prerequisites

Ensure that the following prerequisites are met to support OMNI automation services for PowerEdge MX:

MX system is healthy with no failed components.

The PowerEdge MX network switches must be configured in SmartFabric mode and operational.

The entire PowerEdge MX system must be on the MX 1.20.10 baseline or later.

MX servers that are considered for automation must be deployed through OME-Modular server profiles.

The OME-Modular server template should include vCenter infrastructure VLANs such as management and vMotion but not
virtual machine VLANS.

MX servers must have ESXi installed and be connected to the target vCenter.
Dell Technologies recommends using VMware ESXi version 6.7 and later.
OMNI must be able to communicate with OME-Modular and vCenter to provide automation.

NIC Teaming (LAG mode) configuration in OME-M should match with the Teaming configuration in vCenter. If there is a
mismatch between OME-M and vCenter configuration, OMNI automation does not publish the port-groups to the IOMs as
expected.

@ NOTE: OMNI automation does not support MX servers with NIC partitioning enabled, with the exception of FCoE or iSCSI
storage partitions.

For more information about VMware ESXi and PowerEdge MX, see Dell EMC PowerEdge MX VMware ESXi with SmartFabric
Services Deployment Guide.

Workflow to integrate OME-Modular with OMNI

Ensure that the prerequisites are met before starting the workflow to integrate OME-Modular with OMNI. Dell Technologies
recommends creating a dedicated OME-Modular user account (OMNI_USER) in OME-M for OMNI with a role of Fabric
Manager.

@l NOTE: Do not use the root user OME-Modular credentials.

1. Add the OME-Modular service instances in OMNI.
2. Register the vCenters to which the MX servers are connected.
3. Manage automation services for OME-Modular.

Add OME-Modular instance

To manage MX SmartFabric automation using OMNI, add the OME-Modular instance to OMNI. In 2.1 release, you can add up to
two OME-Modular instances in a single OMNI VM.
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1. Click OMNI Home > OME-M.
2. Click Create to create an OME-Modular service instance by adding the IP address or DNS name of the lead chassis.

If the OME-Modular instance IP address is a virtual IP address, use the virtual IP address to create the instance.

3. Enter the OME-Modular IP address, name, username, and password.

Add OME-M Instance

OME-M Address 100.94.81.3
FQDN, IPv4, or IPv6 Address

OME-M Name OME-Modular

Descriptive Name

User Name OMNI_USER

Password ctesseses

@ Note:

OMNI_USER is the recommended User Name for OME-M

4. Click Add.

The system displays OME-Modular instance creation success message. OME-M page displays the list of the service
instances available in the OMNI appliance.

OME-M page displays the following information:

OME-M Instance—Displays the list of IP address or FQDN of the OME-M instance.
OME-M Name—Displays the name of the OME-M.

User Name—Displays the username for OME-M.

Maintenance Mode—Displays status of Maintenance mode of the OME-M instance.
o Gray—Maintenance mode is Off or disabled.

o Green—Maintenance mode is On or enabled.

e Config Status—Displays the status of the OME-M instance.

Enable or Disable OMNI automation for OME-Modular

With 2.1 release, you can use the toggle switch to enable or disable the Maintenance mode for each OME-M instance. Disable
automation for the OME-Modular instance by changing the mode from In Service to Under Maintenance mode.

1. Click the toggle switch to change between the modes. The system prompts for confirmation to change the mode.
2. Click Ok to confirm.

Enabling Maintenance mode prevents OMNI from configuring networks on the instance when there are changes in the
vCenter port groups and disables the Ul navigation for that instance.

Edit OME-Modular instance

Use the following procedure to edit the name of the OME-Modular instance:

1. Click OMNI Home > OME-M.
2. Select the OME-M instance that you want to edit and click Edit.
3. Enter the required details and click Submit.
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Edit OME-M Instance

OME-M Address 100.94.81.3
FQDN, IPv4, or IPv6 Address

OME-M Name OME-Modular1

Descriptive Name

User Name OMNI_USER

Password

Note:
OMNI_USER is the recommended User Name for OME-M

CANCEL SUBMIT

The system displays OME-Modular instance edit success message. OME-M page displays the list of the service instances
available in the OMNI appliance.

Delete OME-Modular instance
You can delete OME-Modular instance from OMNI.

1. Select the OME-Modular instance that you want to delete and click Delete.
2. Click Delete to confirm.

The system displays OME-Modular instance delete success message.

Register OMNI with vCenter

Register OMNI with the vCenters that are associated with the MX servers, see Register vCenter with OMNI. When adding the
vCenter instance, set the Automation option to True to enable the automation services for that vCenter.

View OME-Modular instance

To view the details of the OME-Modular instance, select the OME-Modular instance. OMNI displays a link to OME-Modular
console, and you can launch the OME-Modular console by clicking the link.

1Ry OMNI Home (E)OME-M Instance OME-Modular

v SmartFabric

EASFs_2

OME-M Console

¥ OME-M & OME-M Link: OME-Modular
(ECME-Modular
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You can also view the relationship information between the registered vCenter and the OME-Modular. For more information, see

View relationship status.

DEALLEMC OpenManage Network Integration Log Out

* OME-Modular

{ny OMNI Home
OMNI Configuration SmartFabric NSX-T OME-M vCenter Instance Relationships @ OMNI Information
~ OME-M
(&) OME-Modular (REFRESH | (C RECALCULATE RELATIONSHIPS
Service L Type v Relationships
v 1721611150 dynamic ( instances )

1-10f 1 relationships.

OMNI automation services for OME-Modular

After you add an OME-Modular instance and register the respective vCenters, OMNI creates automation services for the added
vCenter instances. You can view the vCenter automation services from OMNI Appliance Management Ul. For more information,

see here.

@ NOTE: When you update the MX7000 firmware, Dell Technologies recommends stopping the OMNI automation services for

with OMNIL.

the respective OME-M instance manually. To stop the automation service, select the relevant OME-Modular instance and
change the state to Maintenance mode. For more information about disabling automation services, see Register vCenter

@ NOTE: When the OME-M is not reachable from OMNI, the automation services for the OME-Modular instance must be

with OME-Modular only after you restart the automation services.

OMNI VLAN automation

restarted manually after the network connection is reestablished. OMNI synchronizes the vCenter configuration changes

During OMNI VLAN automation, OMNI associates the newly created VLAN to the SmartFabric uplinks and servers, and it does
not apply to the server templates. Following table lists the detailed OMNI automation actions for various configuration scenarios:

Table 19. OMNI automation scenarios

Configuration scenarios OMNI automation action

port groups is not supported.

For a port group VLAN creation in vCenter e OMNI checks if the VLAN is already configured in OME-
Modular. If it exists, OMNI uses the existing VLAN. If not,
OMNI creates a VLAN in OME-Modular.

@ NOTE: In vCenter, trunk VLAN or private VLAN for

e OMNI associates the newly created vCenter VLAN to the

SmartFabric Ethernet uplinks and related servers.

@ NOTE: OMNI does not associate VLANSs to the
SmartFabric uplinks when there is more than one
Ethernet uplink in the SmartFabric. Assign VLANs
manually to the uplinks using the OME-Modular Ul.

configuration from OME-Modular.

For a port group VLAN deletion from vCenter OMNI removes the VLAN associated with the related servers,
but not from the uplinks. OMNI does not remove the VLAN

On deletion of OMNI-created VLAN from OME-Modular During synchronization, OMNI adds the removed VLANs back
to the corresponding servers and uplinks in OME-Modular.
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Table 19. OMNI automation scenarios (continued)

Configuration scenarios OMNI automation action

On removal of OMNI-created VLAN from an uplink in OME- During synchronization, OMNI adds the VLANs back to the
Modular corresponding uplink in OME-Modular.

View OMNI-created VLANs in OME-Modular

You can use OME-Modular console to view the configuration changes done by OMNI as
part of automation. In OME-Modular, the OMNI-created VLAN has the naming convention of
NETWORK_<ID> for the name and OMNI NETWORK_<ID> - DO NOT DELETE for description.

Eg_ OpenManage Enterprise Modular

# Home B Devices~  #* Configuration P Alertsv  =Monitor~ & Application Settings 4
£« Configuration
Firmware Compliance Deploy Identity Pools VLANs
Define Export = Import =
[ NAME DESCRIPTION VLAN ID
0O ESXi-MGMT 1611 .
[J NETWORK_1000 OMNI NETWORK_1000 - DO NOT DELETE 1000
[J NETWORK_1007 OMNI NETWORK_1007 - DO NOT DELETE 1007
[0 NETWORK_1010 OMNI NETWORK_1010 - DO NOT DELETE 1010
[J NETWORK_2007 OMNI NETWORK_2007 - DO NOT DELETE 2007
) NETWORK_3007 OMNI NETWORK_3007 - DO NOT DELETE aoo7 | 2007
[0 NETWORK_700 OMNINETWORK_700 - DO NOT DELETE 700
[J NETWORK_701 OMNI NETWORK_701 - DO NOT DELETE 701
[0 NETWORK_800 OMNI NETWORK_800 - DO NOT DELETE 800
[0 NETWORK_801 OMNI NETWORK_801 - DO NOT DELETE 801
- b

OMNI automation support for PowerEdge MX SmartFabric

133



OMNI automation support for NSX-T

Starting from 2.0 release, OMNI manages fabric automation for NSX-T. NSX-T is a network virtualization product of VMware
that programmatically creates, deletes, and restores software-based virtual networks. For more information about NSX-T, see
VMware product documents.

Prerequisites

Ensure that the following prerequisites are met to support OMNI automation services for NSX-T:

e For OMNI 2.1 release, the SmartFabric OS10 version running on the PowerSwitches should be 10.5.2.7 or a later version that
is listed in the SmartFabric OS10 Solutions matrix. Minimum version of NSX-T supported by OMNI is 3.0.2.

Servers must be deployed and onboarded in SmartFabric.

NSX-T Manager cluster must be running and reachable to OMNI.

The vCenter that is registered with OMNI should be configured as a compute manager in NSX-T.

OMNI must have connectivity with SmartFabric and vCenter that is registered with OMNI.

@ NOTE: Dell Technologies recommends you to use vCenter VDS over NSX-T managed VDS (NVDS) as NVDS is not
supported.

Workflow to integrate NSX-T with OMNI

Use the following information to integrate NSX-T with OMNI for automation.
Ensure that the prerequisites are met before starting the workflow to integrate NSX-T with OMNI for automation.

You add the NSX-T Manager instance in OMNI.

OMNI starts automation for NSX-T and synchronizes the networks from NSX-T.

You configure L3 properties for host and edge overlay networks manually after the networks are connected by automation.
OMNI configures multi rack L3 VLAN IP address and BGP peer routing policies for edge uplinks automatically.

NN

@ NOTE: OMNI supports only BGP as a dynamic routing protocol between Tier-0O gateways and physical routers, and does not
support OSPF.

Add NSX-T instance

To manage the automation for NSX-T using OMNI, add the NSX-T Manager instance in OMNI. From OMNI 2.0 release, you can
add one NSX-T Manager instance in a single OMNI VM.

@ NOTE: If the NSX-T deployment uses L2 uplinks from the SFS fabric to connect to the external network, do not add the
NSX-T instance in OMNI. Use the bulk configuration option to configure the host and edge overlay networks, see Bulk

configuration or create the host and edge overlay networks using Multi-Rack L3 VLAN option in OMNI, see Configure
multi rack L3 VLAN.

To add the NSX-T instance:

Click OMNI Home > NSX-T.

Click Create.

Enter the NSX-T Manager cluster virtual IP address or FQDN, name, username, and password.
Click Add.

NN
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Add NSX-T Instance

NSX-T Address 100.94.79.211

FQDN, IPv4, or IPv6 Address

NSX-T Name NSX-T Manager

Descriptive Name
User Name

Password

@ Note:

admin is the recommended User Name for NSX-T

|

The system displays NSX-T instance creation success message.

NSX-T page displays the following information:

NSX-T Instance—Displays the list of IP address or FQDN of the NSX-T instance.
NSX-T Name—Displays the name of the NSX-T.

User Name—Displays the username for NSX-T.

Maintenance Mode—Displays the Maintenance mode of the NSX-T instance.

o Gray—Maintenance mode is Off or disabled.

o Green—Maintenance mode is On or enabled.

e Config Status—Displays the status of the NSX-T configuration.

Enable or Disable OMNI automation for NSX-T

With 2.1 release, you can change the Maintenance mode between In Service and Under Maintenance states using the toggle
switch.

1. Click the toggle switch to change between the modes. The system prompts for confirmation to change the mode.
2. Click Ok to confirm.

NSX-T Maintenance

The NSX-T 100.94.79.212 is currently In Service.

Do you want to move this Under Maintenance?
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Enabling Maintenance mode prevents OMNI from configuring networks on the instance when there are changes in the
vCenter port groups and disables the Ul navigation for that instance.

Edit NSX-T instance

You can edit the name of the NSX-T instance.

1. Select the NSX-T instance that you want to edit and click Edit.
2. Enter the required details and click Submit.

Edit NSX-T Instance

NSX-T Address 100.94.79.212

FQDN, IPv4, or IPv6 Address

NSX-T Name NSX-T Manager

Descriptive Name

User Name admin

Password sesnssane @

CANCEL SUBMIT

The system displays NSX-T instance edit success message.

Delete NSX-T instance
You can delete NSX-T instance from OMNI.

1. Select the NSX-T instance that you want to delete and click Delete.
2. Click Delete to confirm.

The system displays NSX-T instance delete success message.

OMNI automation for NSX-T

After you add the NSX-T Manager as an instance in OMNI, OMNI automation discovers the relationship between the entities
such as NSX-T Manager, vCenter, and the SFS instance.

@ NOTE: It may take few minutes to populate the relationship information and the related networks that are created by OMNI
automation.
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DEALEMC OpenManage Network Integration Leg Out

N
) OMNI Home

v SmartFabric

E=SFs_2

v NSX-T

(ENSX-T Manager

OMNI Configuration SmartFabric

NSX-T

C REFRESH

C RECALCULATE RELATIONSHIPS

Service

v 100.94.79.223

v NSX-T Manager

OME-M vCenter Instance Relationships
Y Type Y

dynamic

dynamic

(@ OMNI Information

Relationships v

: instances 9

= SFS_2
« NSX-T Manager

- =
(" instances @)

« 100.94.79.223
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As part of automation, OMNI does the following automation tasks:

e Creates host and edge overlay networks. OMNI notifies the creation of host and edge overlay NSX-T networks using Ul
alerts. You must configure the L3 properties of the overlay networks manually.

®

Creates edge uplink networks with IP address configured.
Tags the above networks that are created to the corresponding server interface profiles and synchronizes NSX-T networks.

Creates the route policies for NSX-T Tier-0 interfaces with a name of the Tier-0 interface and associates the policies with
the switches on the edge rack.

®

OMNI behavior

OMNI.

OMNI creates all NSX-T networks as multirack L3 VLAN networks.
If OMNI NSX-T automation service is running while NSX-T configuration is in progress, OMNI might display error alerts while

the NSX-T is partially configured. You can check and acknowledge the alert messages once the configuration is complete

and OMNI automation is successful.

e If you have added an NSX-T instance in OMNI with a preconfigured SmartFabric with BGP policies or networks, OMNI
notifies the relevant errors if there is a mismatch between the SmartFabric network configuration and NSX-T. If there is no
mismatch, OMNI uses the existing configuration.

NOTE: In NSX-T deployment, when you add a host to a new rack, you must update the L3 properties of the host
overlay network for the new rack manually.

The following table lists the OMNI alert message for the configurations that are done manually:

Table 20. OMNI behavior

NOTE: If you want to manually configure the SmartFabric for NSX-T deployment, you must not add the NSX-T instance in

Manual
configuration

Behavior

Alert message

Recommendation

Configure the
rack settings of
the edge rack
for each uplink
network with an
IP address and
prefix.

If OMNI identifies an existing
uplink network with the same IP
address and prefix, it uses the
existing network and does not
create a network.

If the uplink network already has
the edge rack configured with a
different IP address and prefix,
OMNI notifies the information as
alerts.

Rack {rack id} already
configured for
{network id}

You can manually edit the
configuration with the alert
message information or delete
existing network so that OMNI
automation can create it.

If the uplink network already has
a rack with the IP and prefix
combination that OMNI wants to
use to configure the edge rack, it
notifies the information.

'"\"{ip}\' already exists
on Rack {rack id} for
{network id}
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Table 20. OMNI behavior (continued)

Manual
configuration

Behavior

Alert message

Recommendation

Create a routes
policy for NSX-
T Tier-0
interface.

If OMNI identifies an existing
route policy with the same peer
interface details and AS number, it
uses the existing policy and does
not create a route policy.

If OMNI identifies a route policy
that has the same name that
OMNI wants to use, but contains
a different peer ASN and interface
|P address details, OMNI notifies

Route Policy: {id}
already exists with
mismatches on the
following fields:
{fields}

You can delete the existing policy
so that OMNI automation can
create it.

the information as alerts.

View NSX-T instance

After the NSX-T instance is successfully added, the instance is listed as an entry in the OMNI Home left pane.

DELLEMC OpenManage Network Integration Log Out

™ OMNI H
tn ome Related vCenters

~ SmartFabric
(=)sFs_2 v vCenter: 100.94.79.223
~ SmartFabric: SFS_2
v NSX-T

(ENSX-T Manager
C GO TO NETWORKS GO TO SERVER INTERFACE TRIGGER AUTOMATION

Network ID T VLAN ID T Server Interface
> uplink-01_1847 1847 (" server Interfaces @)
( )
> uplink-02_1848 1848 (" server Interfaces @)
> host_overlay_profile2_2502 2502 (" server Interfaces a\
> edge_overlay_profile_1849 1849 (" server Interfaces 9;

Networks per page 10 1- 4 of 4 Networks

In the left pane, under OMNI Home, select the NSX-T instance to view the list of networks that are created by OMNI
automation. OMNI displays the vCenter information that is related to the specific NSX-T instance. You can click the vCenter to
see the SmartFabric instances that are associated with that instance. When you click a SmartFabric instance, OMNI displays the
list of networks that are synchronized from NSX-T and the server interface profiles that are tagged to the NSX-T networks.
The NSX-T page displays direct links to Network and Service Interface configuration tabs of the SmartFabric instance. Click
Trigger automation to trigger the OMNI automation manually. This action synchronizes the changes in NSX-T to OMNI.

Edit Layer 3 NSX-T networks

After the networks are synchronized from NSX-T, complete the Layer 3 networks configuration in OMNI.

1. From NSX-T instance page, click Go to Networks. The click action goes to the Networks tab of the SmartFabric instance
directly.
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2. Click Multi-Rack L3 VLAN to see the list of the NSX-T networks that are synchronized by OMNI.

DELLEMC OpenManage Network Integration Log Out

P
{d OMNI Home

Summary Topology Switches Server Interface Uplink Network Global Settings Life Cycle Management Serviceability
¥ SmartFabric Networks Routing Configuration
ESFs_2
v NSX-T ~ Multi-Rack L3 VLAN

ENSX-T Manager

C  +cCREATE

Network ID v | VLAND v
uplink-01_1847 1847
uplink-02_1848 1848

host_overlay_profile2_250 2502
2

edge_overlay_profile_1849 1849

Networks per page 10 v 1- 4 of 4 Networks

3. Edit the host and edge overlay networks and assign IP address manually for host and edge overlay. To edit the Layer 3
settings, see Configure multi-rack L3 VLAN.

Click Go to Server Interface to go to the Server Interface configuration of the SmartFabric instance. Configure server
interface profiles and edit the networks from this page, see server interface profile.
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Lifecycle management

This chapter explains common lifecycle operations of upgrading the SmartFabric OS10 and OMNI appliance, replacing a switch,
and backup and restoring the SmartFabric.

@ NOTE: The Lifecycle management features are not supported on OME-Modular instances. For more information, see OMNI
feature support matrix.

Using Life Cycle Management menu, you can:

Change SmartFabric password.
Upgrade SmartFabric OS10 image.
Replace a switch in a network fabric.
Fabric backup and restore.

Change SmartFabric password

You can change the REST_USER password of the SFS instance:

1. Select the SmartFabric instance > Life Cycle Management > SmartFabric Password Change.
2. Enter the current password for the REST_USER, the new password, confirm the new password.
3. Click Update Password.

The system displays password update success message.

Upgrade SmartFabric OS in switch

You can upgrade SmartFabric OS from OMNI VM.
From OMNI, you can upload an OS10 image to upgrade the switches in SmartFabric.

@ NOTE: This instruction is applicable for SmartFabric instance. To upgrade OS10 on MX switches, use OME-M console. For
more information, see PowerEdge MX documents.

You can upgrade OS using the following steps:

e Upload the latest image in the OMNI VM.
e Upgrade fabric using the uploaded image.
e (Optional) Delete the image from the OMNI VM.

Upload image

Upload an OS10 image to the OMNI VM:
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1. Select the SmartFabric instance > Life Cycle Management > Upgrade OS.

summary Topology Switches Bulk Configuration Server Interface Uplink Netwaork Global Settings Life Cycle Management

Life Cycle Management

& SmartFabric Password Change {& Upgrade 0OS = Replace Switch

Cc T UPLOAD @

Name

2. Click Upload to upload the .bin file.
3. Click Choose File to upload the file to OMNI.
4. Click Upload. The system displays the upload progress.

Upload Image

Choose File | PKGS_0S10-Ent..aller-x86_64.bin

CANCEL UPLOAD

Upgrade fabric

Click the informational icon to see the current SmartFabric OS version.

Upgrade the switches in a fabric with an OS10 image:
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1. Select the .bin image and click Upgrade Fabric.

Life Cycle Management
{8 SmartFabric Password Change {& Upgrade OS = Replace Switch {8y Backup and Restore

& T UPLOAD {& UPGRADE FABRIC ® DELETE IMAGE @

MName

© PKGS_0S10-Enterprise-10.5.2.6P1.365stretch-installer-x86_64.bin

@ NOTE: Upgrade Fabric option upgrades all the switches in a network fabric. You cannot stop the upgrade after it is
triggered.

2. Click Upgrade to confirm. Dell Technologies recommends you to take the backup configuration using Backup and Restore

before initiating the upgrade.

The system displays fabric upgrade success message.
After you initiate the fabric upgrade, you can see the progress of the upgrade from this menu. As part of upgrade, each switch

in the fabric is installed with the new version of OS10 and the switch reboots to complete the upgrade process. OMNI checks
each switch in the fabric, one at a time to ensure maximum uptime during the upgrade process.

Life Cycle Management

{6y SmartFabric Password C

hange {& Upgrade OS & Replace Switch & Backup and Restore

Fabric 100 (AutoFab-100) OS Upgrade In Progress
(Upgrading node 7QYHPK2)2021-07-08 02:06:55 UTC

(= Switch Upgrade Status Date & Time
3QYHPK2 Finished 2021-07-08 01:55:35
(SiteBLeaf4) UTC

TQYHPK2 Installation In 2021-07-08 02:06:55
(SiteBLeaf3) Progress uTcC

JRQQGO2 Finished 2021-07-08 02:06:51
(SiteBSpine) uTcC

Delete image

Delete the OS10 image uploaded in the OMNI VM:

1. Select the .bin image to delete and click Delete Image.
2. Click Delete to confirm.

The system displays delete image is success.

Replace switch in a fabric

You can replace the faulty OS10 switch in a SmartFabric.
@ NOTE: This instruction is applicable for SmartFabric instance only. To replace a switch in MX, follow the instructions that

are provided in the MX documents. For more information, see PowerEdge MX documents.

To replace a switch:
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ldentify the OS10 switch to be replaced and label each of the cables with the port numbers before disconnecting the cables.
Back up the following configurations from the faulty switch to configure the new switch with the same details:

e Hostname

e Management IP address

e DNS and NTP IP addresses if configured

e Spanning-tree mode

®| NOTE: In SmartFabric Services mode, RPVST+ is enabled by default on the uplink interfaces.

e Other nonfabric commands

Ensure that the new switch has the same OS version as the faulty switch. You can check the version using the following
command:

0S10# show version
Power off the existing switch to prevent data traffic loss in the cluster.
Remove the ICL and uplink connections from the existing switch, and connect to the new switch.
®| NOTE: Do not remove connections to VxRail nodes until the new switch is in SmartFabric Services mode.

®| NOTE: Ensure that the ICL ports are connected to the other leaf switch which is already in SmartFabric Service mode.

Enable SmartFabric Services on the new switch and define the ICL ports.

e F[or L2 personality—Enable SmartFabric Services on the new switch, and define the breakouts, uplinks, interlink ports,
plus any other parameters such as management VLAN, LACP, VLAN tagging, and so on.

For example, if the uplink port is 1/1/4 and the interlink ports are 1/1/29,1/1/30, no VLAN tagging, LACP auto,
management VLAN 1 as default.

:~$ sfs _enable vxrail personality.py -i 1/1/6,1/1/8 -u 1/1/4 -1

e For L3 personality—Enable SmartFabric Services on the new switch using the smartfabric 13fabric enable
role command. Example:

0S10# smartfabric 13fabric enable role LEAF vlti ethernet 1/1/29-1/1/30

For more information about enabling SmartFabric Services, see Dell EMC SmartfFabric OS10 User Guide Release 10.5.0.

The new switch reboots and is placed in SmartFabric Services mode.

®| NOTE: During reboot, the configurations are synchronized in the new switch and it takes several minutes.

Connect VxRail server ports to the new switch one-by-one to bring up the switch ports and advertise LLDP.

Review the command outputs on both switches for same configurations. Use the following commands to validate the
configurations:

e O0S10# show vlan
®| NOTE: The command displays if the switch is a primary or secondary peer.

e (0S10# show vlt 255
e 0S10# show lldp neighbor
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10. After ensuring all the configurations are up and running, login to OMNI. From OMNI Home > SmartFabric
instance > Life Cycle Management > Replace Switch to complete the switch replacement workflow.

Life Cycle Management

& smartFabric Password Change & Upgrade 0S B Replace Switch & Backup and Restore

Old Switch Leaf1 (BQ700Q2)

New Switch Leaf2 (GGVQGO02) i

REPLACE

11. Select the switch that you want to replace from the list, select the new switch, and click Replace. The system displays
switch replace success message.

Back up and restore the fabric configuration

You can save the current fabric configuration in a repository, and restore the data using a backup file when an error or failure
occurs.

®| NOTE: This instruction is applicable for SmartFabric instance only and not supported on OME-M instance.

From OMNI, using the Fabric backup and restore feature, you can:

Set a local or remote repository.

Back up the configuration of a select fabric in the OMNI VM.

Download the backup files to the local system.

Delete the downloaded backup from the OMNI VM.

Upload or import the fabric backup file from the local or remote repository to the OMNI VM.

Restore the fabric from a backup file.

NOTE: The fabric backup and restore features are supported from the 0S10.5.0.7 version. If the OS10 software version is
less than 10.5.0.7, the system displays a message that backup is not supported for the software version and all the backup
and restore functions are disabled.

Set Repository

To backup the configuration, set up a local repository on the OMNI VM or a remote repository to store the backup files. OMNI
supports File Transfer Protocol (FTP), Secure Copy protocol (SCP), and Secure File Transfer Protocol (SFTP) to transfer the
backup files to a remote repository. You can either set a local or a remote repository at a time. To change the backup repository,
edit the repository setting accordingly.

®| NOTE: If OMNI is deployed within the same cluster, Dell Technologies recommends you to use remote backup repository.

Set a local repository

Select the SmartFabric Instance > Life Cycle Management > Backup and Restore.
From Backup and Restore tab, click Set Repository.

Select Local.

Click Submit.

Noop 2
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Please choose one from the below
° Local (backup to OMNI filesystem)
Remote (ftp/scp/sftp)

Required

CANCEL SUBMIT

The system displays local repository configuration success message.

Set a remote repository

From Backup and Restore tab, click Set Repository.
Select Remote.

Select the protocol (FTP, SCP, or STFP) from the list.
Enter the Hostname, Username, and Password details.
(Optional) Enter the Repository Path details.

Click Submit.

S B N N
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Please choose one from the below
Local (backup to OMNI filesystem)

© Remote (ftp/scp/sftp)

Protocol ftp -~ Select protocol

Hostname localhost

Username delawareosiO

Password sessssssanes I®)

@ Repository Path
*Optional. If not specified, uses repository default home
«Absolute or relative path
«OMNI will attempt to create path if doesn't exist
+Failures such as remote permission reported as alert

Repository Optiona
Path

CANCEL SUBMIT

The system displays remote repository configuration success message.

Edit repository
You can edit the repository type that is already set:

1. From Backup and Restore tab, click Edit Repository.
2. Edit the repository type, enter the required details if prompted, and click Edit.
@ NOTE: When you edit the repository from local to remote, the backup files from the local OMNI VM are transferred to
the remote repository. If you change the repository from remote to local, they backup files are not transferred to local
OMNI VM.

Backup fabric configuration

To backup the fabric configuration:

Select Life Cycle Management > Backup and Restore.
Click Backup Now.

Enter the description for the backup file.

Click Ok.

N N
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Enter Backup Description

Description

backup]

@ Note: Fabric Backup will backup SFS applied configuration for
the whole fabric. Any manual configuration performed directly
on individual switches has to be backed up using switch CLI.

The backup file is stored as a JSON file.

@ NOTE: The backup action stores SFS-applied configuration for the whole fabric. Any OS10 system configuration that
is done on the individual switches directly has to be backed up using the OS10 CLI. For more information about how to
backup the configuration, see Dell EMC SmartFabric OS10 User Guide.

B. The system displays backup completed success message.

Download backup

You can download a backup file from the OMNI stand-alone VM to the local system. This option is available only when OMNI is
accessed as a stand-alone application.

NOTE: Download option is not available when OMNI is launched as a plug-in from vCenter. Hence, you cannot download
the backup JSON configuration files using OMNI plug-in.

1. Select Backup and Restore tab, and select the backup JSON file that you wanted to download from the list.
2. Click Download.

The file is downloaded locally with the backup download success message.

Delete backup
You can delete a backup file from the OMNI VM.

1. Select Backup and Restore tab.
2. Select the backup file that you want to delete from the displayed list, and click Delete.
3. Click Delete to confirm.

The system displays backup deleted success message.

Upload backup
You can upload a backup file from the local system to the OMNI VM.
1. From Backup and Restore tab, click Upload Backup.
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2. Enter the description and choose the file that you want to upload.

Upload Backup

Description
second

| Choose File | sf_100.104.26.32-1589566283.json

CANCEL UPLOAD

3. Click Upload.

The system displays upload file success message.

@l NOTE: OMNI displays error if the uploaded file is not in the JSON format.

Restore from a backup file

You can restore the configuration running on the SmartFabric using a backup file during unexpected error situation or disaster.

Restore action is disruptive and cause connection downtime and traffic loss. The restore action
erases all fabric configuration and restarts the entire fabric with the configuration in the backup file. It is highly
recommended to use the restore action during a maintenance window.

1. Select Life Cycle Management > Backup and Restore.
2. Select the backup file from which you want to restore the configuration, and click Restore.

Restore Configuration

You are initiating a Fabric Restore Operation. The restore operation is disruptive and will result in connectivity and traffic
loss. The Fabric will be torn-down (switches will be reloaded together) and rebuilt with the backed-up JSON file. It is
highly recommended to carry out the restore operation during a maintenance window in order to plan around the
downtime.

Do you want to proceed with the Restore?

CANCEL GET DIFF RESTORE
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@ NOTE: The restore action reboots all the switches with the applied fabric settings. Any manual configuration that are
performed directly on individual switches has to be restored manually using the OS10 CLI. For more information about
how to restore the configuration, see Dell EMC SmartFabric OS10 User Guide.

3. (Optional) Click Get Diff to compare the current configuration with the configuration in the backup file.
Configuration Diff View displays the detailed comparison between the current and backup configuration.

Configuration Diff View

Legends

Links

Current Configuration

Backup Configuration

"policy-id": [1,

Tarafars

4. To proceed with the restore action, select the checkbox to confirm, and click Restore.

Once you initiate the restore process, OMNI appliance changes the SmartFabric instance state to Maintenance mode
automatically, which stops all the fabric automation services for that SmartFabric instance.

5. The system displays the restore success message.

When the fabric restore is complete, change the Maintenance mode of the SmartFabric instance to In Service. For more

information about Maintenance mode, see Maintenance mode.

6. For internal vCenter environment, restart the vCenter manually from the Platform Service Controller page. For more
information about restarting the vCenter, see VMware vSphere Documentation.

Upgrade OMNI appliance

This section explains how to upgrade the OMNI appliance in two ways.

When upgrading OMNI VM from 1.3 to 2.0 or a later version , you can install the OMNI .ova file using new installation or upgrade

OMNI using the .zip file.

Upgrade OMNI - new installation

Follow the below steps when upgrading OMNI appliance from older version (1.1 or 1.2) to 1.3 and later versions:

1. Prerequisite
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Save the following details:

e |P address or hostname of the SmartFabric instances that are manually added in the OMNI VM.

e |P address or FQDN information of all the vCenters that are registered with the OMNI VM.

e |P address or hostname of the OMNI VM.

e Details of the ens192 and ens160 interface settings.

Unregister the vCenter from OMNI VM, see here.

Shut down the older OMNI VM.

Deploy the new OMNI VM using the latest OMNI OVA file, see Create OMNI virtual appliance.
Configure the OMNI VM with the documented settings and complete the full setup, see Set up OMNI.

o bhon

Upgrade OMN|

You must be in the OMNI VM console to use these steps and only applies to the OMNI minor release upgrade. You can also
upgrade OMNI from 1.3 to 2.0 or later using this upgrade workflow.

To upgrade OMNI appliance:

1. Download the OMNI upgrade image from the Dell EMC Support portal and store the image on an SCP server. Check the
existing version.

2. From the OMNI VM console, select the option 5. Upgrade Appliance.

B R R R R R R R R R R R R R R R R R R R R R R R R
Welcome to Dell EMC OpenManage Network Integration (OMNI) management
B R R R R R R R R R R R R R R AR R R R AR R R RA

MenLu

1.
4.
5.

(ma

oot appliance
10w EULA
out

d

o0 -

Enter selection [0 - 8]:

The display lists all the applications which can be upgraded along with the old and new versions. Upgrading requires
restarting the services.
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3. Enter the SCP server IP address or hostname, username, and the path to the upgrade .zip file and password.

R R R R R R R R R R R R R R R R R R R R R R R R
Welcome to Dell EMC OpenManage Network Integration (OMNI) management
R R R R R R R R R R R R R R R R R R AR R R R R R

Menu

Full setup

Show version

Interface configuration menu

HHII management service menu
j __L EEHTl Zuration menu

N L5 WO = O

|

F.EEJDDT ,—:pu 11 ance
Show EULA
Logout

-l

0 -

Enter selection [0 - 8]: §

2020-11-19 05:20:52 INFO [setup.sh]

FHnuTH SCP server IP/hostname: 100.104.26.58
admin

thr Tu the uperade zip file: /tmp/0OMNI-upgrade-2

4. Verify all information, then enter Y to continue.
5. Verify the OMNI version.

B R R R R R R R R R R R R R R R R R R R R R R R R R R AR R R R R R AR B R RN
HWelcome to Dell EMC OpenManage Network Integration (OMNI) management
R R R R R R R R R R R R R R R AR R A AR

Menu

Full setup

Show version

Interface configuration menu
OMNI management service menu
Password/SSL configuration menu
Upgrade appliance

Reboot appliance

Show EULA

Logout

N AWM O

o (

-

6. After you upgrade OMNI, close the active OMNI browser. Open a new browser and log in to OMNI to see the new or
upgraded Ul changes.

7. Unregister and register the vCenter again using OMNI Ul, see Register vCenter with OMNI.

Before upgrading to OMNI from 1.3 to 2.0 or a later version using this upgrade workflow, change the hardware profiles for the
VM. To change the hardware details, follow these steps:




1. Go to vCenter and shut down the OMNI VM.

vm vSphere Client Menu v
@ B8 € { OMN-20-Padma B © | acrionsv
> [ 100.104.26.62 Summary Monitor Configure Permissions Datastores Networks Updates
v [ 100.104.26.63
« [I Datacenter Guest OS: Debian GNU/Linux 10 (64-bit) = CPU USAGE
= Compatibility: ESXi 6.7 and later (VM version 14) '114 MHZ
¥ E 100:104.26.3 VMware Toocls: Running, version:10346 (Guest Managed) e
51 Kumaragurunode3 ... More info MEMORY USAGE
) OMNI-1.3.24 DNS Name:  OMNI 327 MB
(5 OMNI-2.0-Padma W IP Addresses:  100.104.26.58 S STORAGE USAGE
View all 3 IP addresses
vCenter7_61 Launch Web Console 14.05 GB
& - Host: 100.104.26.3
& vCenter_s1 Launch Remote Console @
(% VMware vCenter S.. G D
) WindowsServer201...
VM Hardware N Notes ~
Edit Notes...
Related Objects ~
Host u 100.104.26.3 Custom Attributes ~
= Attribute
Natworks &) /M Netwark
Recent Tasks Alarms
2. Click the Edit Settings menu from the OMNI VM page.
vm vSphere Client Menu v HERE.LOCAL v
2 8 @_ &5 OMNI-2.0 '3 7 3] ACTIONS v
> [ 100.104.26.62 Summary Monitor Configure Permissions Datastores Networks Updates
v [ 100.104.26.63
« [ Datacenter Guest OS: Other (32-bit) _ CPU USAGE
Compatibility: ESXi 6.7 and later (VM version 14) lﬂ O HZ
e D 100.104.26.3 VMware Tools: Not running, version:10346 (Guest Managed)
(51 Kumaragurunodes3 .. Powered Off Moare info P MEMORY USAGE
5 OMNI1.3.24 DNS Name: OB
{5 OMNI-2.0 (PLEkhEEas _ STORAGE USAGE
R vCenter7_61 =3 [OCIUE28S E—j 5.97 GB
[ vCenter_81 Launch Remote Console @@
5 VMware vCenter S..
(5 windowsServer201...
VM Hardware v Notes ~
Edit Notes...
Related Objects A
Host [ 100.104.26.3 Custom Attributes ~
3. Change the Memory and Hard disk 1 settings. Set Memory to 8 GB and Hard disk to 80 GB.

@ NOTE: When you upgrade OMNI VM using .ova file, you do not have to change these settings as it is installed

automatically with the above configurations.
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Edit Settings  omnizo v

Virtual Hardware VM Options

ADD NEW DEVICE

> CPU 4~ )
> Memory * 8 El GB -

> Hard disk 1+ 80 GB v

> SCSI controller 0 LSl Logic Parallel

> Network adapter 1 VM Network Connect

> Network adapter 2 VM Network -~ Connect...

> CD/DVD drive 1 Client Device v

> Video card Specify custom settings -

4. Power On the OMNI VM after setting the required configurations.
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Troubleshooting

Use the following information to troubleshoot some of the common problems that occur with vCenter and OMNI appliance
connectivity, OMNI Ul launch, SmartFabric instance configurations, and OMNI automation.

Troubleshooting tools

Use the following tools when you run into any issues or during troubleshooting.

Logs and support data for troubleshooting

You can generate a support bundle with error and debug logs using OMNI. These logs can help you to identify, diagnose, and
debug problems.

Dell Technologies recommends downloading the support bundle from the OMNI Appliance Management Ul. By default, the
log-level in OMNI appliance is set to ERROR. You can toggle the appliance log setting between ERROR to DEBUG. Change the
log-level appropriately for each service and download the support bundle, see OMNI Appliance Management Ul.

@ NOTE: Dell Technologies recommends setting the log level to DEBUG when you are experiencing any appliance issue and
want to generate a support bundle.

If you cannot access the Ul, use the OMNI console to download the support bundle at /tmp/support-bundle.tar.gz
on the OMNI VM. You can also change the log-level. When you change the log level from ERROR to DEBUG from OMNI
VM console, the change applies to only the services omni_api and omni_services. For more information about OMNI
management menu, see OMNI console menu.

Verify OMNI VM connectivity

After setting up OMNI, verify the IP address, DNS settings, and connection status from the OMNI VM console:

1. When OMN!I is deployed in one of the VxRail nodes in the cluster, ensure that you have configured IPv6 information for
VxRail Mgmt network (ens192) and custom route as fde1:53ba:e9a0:cccc::/64. Disable IPv4 configuration for ens192
interface.

2. When OMN!I is deployed on an ESXi server and registered with an external vCenter, ensure that you have set IPv4
configuration with subnet mask and gateway information for the vCenter server network (ens160). Set the IPv6
configuration for the interface to Ignore.

3. Check the interface connection status through the OMNI console.

To check the interface configurations through the OMNI console:
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a. From the OMNI management menu, enter 2 to go to the Interface configuration menu.

R R R R R R R R R R R R R R R R R R R R R R R R AR R R AR R R AR
Welcome to Dell EMC OpenManage Network Integration (OMNI) management
B R R R R R R R R R R R R R R AR R R R R R R AR AR R R AR

Menu

(0 O N I W

Full setup

Show wversion

Interface configuration menu

OMNI management ice menu
ce

Reboot appliance

Show EULA

Logout

(m )]

J

Enter selection

Enter selec . P
sudo: unable to resolve host OMNI-1.3.14: Name or serwvice not known
docker0: flags=4099<UP,BROADCAST,HMULTICAST mtu 150C

in 172.17.0.1 netmask 255.255.0.0

euelen 0O

»3<UP,BROADCAST, RUNNING ,MULTICAST

HEERL 255.255.255.0

ff:feB 7 prefixlen 64
euelen 1000 (Ethernet
262 (151.7 M1B)
runs 0 frame
54105 (137.9 MiB)

runs 0 carrier

(44,0 MiB)

~opped 52 overruns 0 frame C
bytes 11664357 (11.1 MiB)
opped 0 overruns 0 carrier C

=73<UP,LO0OPBACK ,RUNNING
127.0.0.1

y 1:1  prefixlen
txgueuelen
6247 butes 90090468 (85.9 MiB)
~opped 0 overruns 0 frame 0
(85.9 MiB)
overruns 0 carrier C
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¢c. Enter 2 to view the connection status. The status should be up and connected.

CONNECTION

to continue...

Unable to add SmartFabric instance in OMNI

Problem
Not able to add the SmartFabric instance in OMNI.
Causes

e SmartFabric instance is not reachable or is down.
e |P address of the SmartFabric instance is not the master node IP address.

Resolution

e Ensure that the SmartFabric is reachable. To check the SmartFabric connectivity:
1. Log in as root user through the OMNI VM console.
2. Check the connectivity of the SmartFabric instance using the ping command. If OMNI is internal, use IPv6 address or
hostname of the service instance. If OMNI is external, use the IPv4 address or hostname of the service instance.

:~$ ping <IPv4-address or hostname of the destination>
:~$ ping6 <IPvé6-address or hostname of the destination>

3. If ping fails, verify that the OMNI interfaces are configured properly. See Verify OMNI VM connectivity.
e Ensure that the IP address is the master node IP address. To check the IP address of master node:

1. Identify the master node using the OS10 CLI command. See Add SmartFabric instance.

2. Add the SmartFabric instance using the identified master IP address.

Missing networks on server interfaces

Problem
OMNI automation process fails to create and associate the appropriate network on a server interface during synchronization.
Causes

e No relationship is formed between the vCenter and service instances.
e Automation service is running for that vCenter, but you do not see OMNI SmartFabric task created in vCenter.
e Automation service is not running for that vCenter.
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Resolution

e Check the relationship status between the vCenter and service instances. For more information, see Relationship
information. If the relationship is not formed correctly, try the following:

o Click Recalculate Relationship so that OMNI can recalculate the relationship between the entities manually.
o Delete and reconfigure the SmartFabric instance and vCenter.
Wait for 20 minutes. The self-correction monitor mechanism in OMNI should correct this issue within 20 minutes.

If the southbound interface is a general ESXi server, create a server interface profile manually. If there is no server profile,
no relationship is created. For more information about creating server interface profile, see server interface.

e Ensure that the service instance and vCenter are in In Service mode. The automation is not enabled if any of the relevant
vCenters or SmartFabric instances is in Maintenance mode.

If the relationship status is correct and the automation is running, yet the issue persists, restart the automation service for
the respective vCenter from the OMNI Ul, see OMNI Appliance Management Ul. After restart, OMNI synchronizes all the
configurations again through automation.

Unable to launch OMNI Ul

This information provides troubleshooting information when you are unable to launch OMNI plug-in from vCenter and as a
stand-alone Ul.

Unable to launch OMNI plug-in from vCenter

Problem
Unable to launch OMNI plug-in from vCenter.

vCenter does not show the OMNI plug-in option in the menu even after the vCenter is registered with OMNI through the OMNI
Fabric Management Ul. vCenter also shows OMNI plug-in download errors after the vCenter is registered with OMNI.

Causes

1. OMNI is not able to communicate with the vCenter due to SSL certificate errors.
2. vCenter could not resolve OMNI FQDN.

Resolution

1. Install a new SSL certificate, see Generate and Install SSL certificates. If the OMNI stand-alone Ul is open when installing
a new certificate, you must log out from OMNI stand-alone Ul and log in again before you unregister and re-register the
vCenter.

After installing the certificate:

a. Unregister the vCenter using OMNI stand-alone Ul. After you unregister the vCenter, ensure that the OMNI plug-in is
removed from vCenter. If not, log out and log in the vCenter to confirm that the plug-in is removed.

b. Register the vCenter again using OMNI stand-alone Ul. Log out and log in the vCenter again to apply the newly installed
SSL certificate.

2. Ensure that the DNS is configured for the vCenter and is reachable. Also, ensure that the DNS have both the forward and
reverse lookup configurations for the OMNI FQDN or IP address. If the problem still persists, try to unregister and register
the OMNI appliance with vCenter again. For more information, see Register vCenter with OMNI.

Unable to launch stand-alone OMNI Ul

Problem
Unable to launch the OMNI VM as a stand-alone application.
Causes

e vCenter server network connection (ens160) IPv6 configuration is not set to Ignore.
e OMNI essential services are not running.

Resolution

e Set the IPv6 configuration for vCenter server network (ens160) as Ignore. For more information, see Setup OMNI.
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e Check if the OMNI essential services are running using Appliance management Ul. If OMNI Ul is not accessible, check the
OMNI management service status on the OMNI VM console. To check the services status:
1. From the OMNI management menu, enter 3 to select the OMNI management service menu.
2. Enter 4 to restart all the database and web essential services.

®| NOTE: To restart the automation services, go to OMNI Appliance Management Ul and restart the services.

Enter 2 to view the list of registered vCenter managed by the OMNI VM. Confirm that all services are active.

selection
Command

omni_ap /binsbash -c python

omnl HTL?FPIPFgfhﬂrIP" celery worker -—-app=vCe

omni_automation_app_celery_he

at

omni_automation_app_celery_wo

rker .

omn 1_dk docker-entrypoint.sh postg

omni_events_celery_beat lery beat --app=vcentera
omni_events_celery_worker celery warker app=vcente

omni_events_receiver fusr/locals/bin/gunicorn -w

omni_| X nginx daemon off;
omni_gueue docke ntrypoint.sh rabbi

omni_

omni_s

7 1:| om C

2020-12-04

@ NOTE: View OMNI management service status is recommended for status validation and debugging. Therefore,
the output does not show the port numbers.

OMNI plug-in does not show service instance

Problem

e OMNI plug-in does not show any service instance even though the service instance is added to OMNI.

e OMNI plug-in does not show the instance when the vCenter is launched using the IP address but the vCenter is registered
with FQDN in OMNI.

Cause
When the DNS is either not reachable or not configured with the required settings.
Resolution

Ensure that the DNS is reachable and is configured with forward and reverse lookup details for vCenter |IP address or FQDN.
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Unable to register the vCenter in OMNI

Problem
Unable to register the vCenter in OMNI.
Causes

e vCenter server network (ens160) is not assigned a correct port-group during deployment.

e |P addresses assigned to the OMNI interfaces (ens160 and ens192) exist on the same network as of docker default private
network (172.16.0.0/25).

e DNS entries with two or more FQDN names for a vCenter |IP address.
Resolution

e Ensure that ens160 is connected to the vCenter server network properly during OMNI deployment. For more information,
see Setup OMNI.

Change the docker private network configuration, see Configure docker private network.
Retain only one FQDN and IP address mapping for a vCenter in the DNS entry.

OMNI is unable to communicate with other devices

Problem

OMNI appliance is unable to communicate with any external devices.

Causes

When the OMNI docker default network range conflicts with the IP address of other entities to which OMNI is connected.
The conflict occurs when:

e The ens160 and ens192 interfaces have IP addresses from the same network as that of docker default network
(172.16.0.0/25) of OMNI.

e The IP address assigned to any external entity such as vCenter, SFS instance, OME-Modular, NSX-T, NTP server, DNS
server, or DHCP server exists on the same network as that of the docker default network of OMNI.

e OMNI is connected to a larger network in which the IP range of one or more subnetworks overlaps with the docker default
network.

Resolution

Change the docker private network configuration, see Configure docker private network.

®| NOTE: OMNI appliance reboots after the docker private network IP address is changed.

Timestamp not synchronized in OMNI

Problem

Logs and events timestamp details are not synchronized with the current data center.
Cause

OMNI does not have the proper NTP server configuration.

Resolution

Check the NTP server configuration in the OMNI appliance. Apply the correct configuration, if required. To check and change
the NTP server setting:
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1. From the OMNI management menu, enter 2 to go to the Interface configuration menu.

idededododododdededodododododededidededododogoqdidedogogogodid gy didog dodogodididedodigogodiyod-dodigodidyodidigogodogididigiyod-qodididgydegide
Helcome to Dell EMC OpenManage Network Integration (OMNI) management

B R R R R R R R R R R R R R A R R AR AR R R R
Menu

Full setup
Show ve
Interface configuration menu
OMNI management serwvice menu
Register/Update OMNI vSphere client plugin with wCenter
word/SSL configuration menu
‘rade appliance

Show EULA

r selectior

2. Enter4to the NTP status.

Show connection status
Configure interfaces
Show NTP status
Configure NTP s

Unconf igur

Start NTP Server
Stop NTP Server
Exit

when poll reach delay

3. If the NTP server is not configured to the correct data center, enter 5 to configure the NTP server, and enter the valid NTP
server IP address or hostname.
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Reset OMNI VM password

To change the log-level from the OMNI console:
1. Reboot the VM from vCenter and select Advanced Options for Debian GNU/Linux.

*Advanced options for Debian GNU/Linux

GNL

insmod ext2
set root="hde
if [ x$feature_pla _
search --no-floppy --fs-uuid --set=root --hir
t-efi=hde,msd --hint-baremetal=ahcio,msdos1
de816a00bdef

-no-floppy --fs-uuid --set=root bfads792-dz272-*

316a0abdef
fi
echo Loading Linux 4.19.6-9-amded
linux /ymlinuz-4.19.9-9-amd6d root=/dev/I
ro  gulet
echo Loading initial ramdisk
initrd Zinitrd.img-4.19.96-9-amd6d

Minimum Emacs-like screen editing is ted. TAB lists
completions. Press Ctrl-x or F10 to boot, Ctrl-c or F2 for a
command-1line or ESC to discard edits and return to the

menu.
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3. Append init=bin/bash after ro quiet

GNU GRUB wversion 2.02+dfsgl-20

insmod exte
set root= hde,msdosl
it [ x&f ure_platform_search_hint = %y ]; then
search --fs-uuid --set=root --hint-bios=hd\
@,msdosl --hint-efi=hdé,msdos] t-baremetal=ahci®,msdosl bfad5792-d\

272-4fce-80c5-4e816a00bd6f

no-floppy --fs-uuid --set=r
4fce-80cS5-4e816a00bdef
fi
echo Loading Linux 4.19.0-9-ar
linux symlinuz-4.19.0-9-amd6d 1
ro quiet init=/binsbash_

echo Loading initial ramdisk
initrd Zinitrd. img-4.19.6-9-amc

Minimum Emacs-like screen editing is supported. TAB lists
completions. Press Ctrl-x or F16 to boot, Ctrl-c or F2 for a
command-line or t s and return to the GRUE
menL .

4. Press Ctrl-X to boot into the shell with root access.

[ 1.412485] piix4_smbus 6868688:80:87.3: SMBus Host Controller not enabled!?

[ 2.883442]1 sd 2:8:8:8: [sdal Assuming drive cache: write through
/dev/mapper/debian--vg-root: clean, 91252-2285568 files, 1583581-9127936 blocks
bash: cannot set terminal process group (-1): Inappropriate ioctl for device
bash: mo job control in this shell

root@(none) : 7#

5. Remount the directory.

# mount / -rw -o remount

[ 1.412485]1 piix4_smbus 8888:808:87.3: SMBus Host Controller not enabled!

[ 2.883442] sd 2:8:8:8: [sdal Assuming drive cache: write through
/dev/mapper/debian--vg-root: clean, 91252,2285568 files, 1583581-9127936 blocks
bash: cannot set terminal process group (-1): Inappropriate ioctl for device
bash: no job control in this shell

root@(none) :7# mount / -ruw -o remount

root@(none) :7# passwd admin

New password:

162 Troubleshooting




6. Change the password for admin using passwd admin. Enter the new password and confirm the password.

1.3991891 piix4_smbus 8888:808:87.3: SMBus Host Controller not enabled!
1.979681]1 sd 2:8:8:8: [sdal Assuming drive cache: write through
Mapper/debian—--vg-root: re ering journal
. : bian--vg-root: c n, 912¢ 2285568 files, 1583581-9127936 blocks
bash: cannot t terminal pro group (-1): Inappropriate ioctl for device
bash: no job control in this 1iell

root@(none) :/# mount 7/ -ru -o remount
root@(none) :7# passwd admin

word :
d updated successfully

7. Reset the VM from vCenter and log in through the new password for the OMNI VM.
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