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SmartFabric vCenter

Enterprises are adopting the power of automation to transform their IT operations, and enable a more agile and responsive infrastructure
in their data center. Network operators must leverage the power of automation within and across their departmental functions, delivering
integrated solutions which cater to cloud-based consumption models.

SmartFabric Services

SmartFabric Services (SFS) are an automation framework that is built into the Dell EMC SmartFabric OS10 network operating system,
integrating converged and hyperconverged infrastructure systems. These solutions deliver autonomous fabric deployment, expansion, and
life cycle management.

SFS enables converged infrastructure (Cl) and hyperconverged infrastructure (HCI) for system administrators to deploy and operate the
network fabric for the infrastructure solution as an extension of the solution being deployed. This integrated network fabric is built using
industry-standard protocols adhering to the best practice recommendations for that solution, and is interoperable with customers existing
data center networks.

OpenManage Network Integration

Dell EMC OpenManage Network Integration (OMNI) is a management application that is designed to complement SFS, providing a web-
based GUI for operating one or more automated network fabrics deployed using SFS (called SmartFabric instances).

OMNI is delivered as a virtual appliance which can be deployed as:

A stand-alone virtual machine enabling a web portal to manage one or more SmartFabric Instances
Deployed as an external plug-in for VMware vCenter. OMNI when deployed as a plug-in for VMware vCenter enables:

Enables zero-touch automation of physical underlay network fabric running SFS corresponding to changes in the virtual network
layer

Extends vCenter Host Network Inventory data to include physical switch connectivity details for easy monitoring and
troubleshooting

Enables single pane of management for one of more SmartFabric instances through the OMNI portal pages that are embedded
within vCenter

VxRail SFS integration solution

Dell EMC VxRail integrated with SFS automates and simplifies networking for VVxRail hyperconverged infrastructure deployments and
ongoing network operations. As hyperconverged domains scale, the network fabric becomes the critical piece of successful deployment.
VxRail integration with SFS allows customers to deploy network fabrics for VxRail clusters as an extension of the VxRail clusters without
extensive networking knowledge. The network fabric is automatically configured for the VxRail nodes as the operators deploy their VxRail
clusters.

Key benefits
Faster time to production

Plug and play fabric formation for VxRail
VxRail Manager automatically creates fabric policies for VxRail nodes
SmartFabric to automate all fabric functions

Integrated life cycle

Fabric creation, expansion, and maintenance follow the VxRail application model
HCI fabric operations are fully managed through VxRail Manager/vCenter
Better infrastructure visibility

Tight integration between VxRail appliance and Dell EMC ON-Series PowerSwitches
Fabric connectivity extended to PowerSwitches required for VxRail solutions only
Improved SLA
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Fully validated software stack recommmendation
Protection from human-error due to predictable and repeatable HCI fabric experience
Enhanced support experience

World-class Dell EMC HCI and fabric services
Fabric that is integrated into VxRail services and support experience
Required components
Dell EMC PowerSwitches supporting SmartFabric Services
Leaf/ToR switches: 10 GbE — S4112F-ON, S4112T-0ON, S4128F-0ON, S4128T-0ON, S4148F-ON, S4148T-0ON; 25 GbE — S5212F-
ON, S5224F-ON, S5248F-ON, and S5296F-ON
Spine switches: S5232F-ON and Z9264F-ON
Dell EMC SmartFabric OS10 for PowerSwitch models
Dell EMC OpenManage Network Integration (OMNI)
Dell EMC VxRail hyperconverged nodes when deploying VxRail integrated solution
VMware vCenter internal to VxRail cluster or existing vCenter in customer environment

See the Dell EMC VxRail Support Matrix for the latest software releases that support the VxRail SmartFabric Service-integrated solution.
For complete information about deploying a VxRail SmartFabric solution, see Dell EMC VxRail Networking Solutions.

More resources

Dell EMC SmartFabric OS10 User Guide, Release 10.5.0

Dell EMC VxRail Appliance Administration Guide, Release 4.7.x
Dell EMC VxRail Appliance Software 4.7.x Release Notes

Dell EMC VxRail Multirack Deployment Guide

Dell EMC VxRail QuickStart Guide

Dell EMC VxRail Network Planning Guide
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https://www.dellemc.com/en-us/collaterals/unauth/technical-guides-support-information/products/converged-infrastructure/docu82227.pdf
https://infohub.delltechnologies.com/t/networking/vxrail-networking-solutions-1/
https://topics-cdn.dell.com/pdf/smartfabric-os10-5-0_en-us.pdf
https://support.emc.com/docu91466_VxRail_Appliance_4.7_Administration_Guide.pdf
https://support.emc.com/docu91467_VxRail_Appliance_Software_4.7.x_Release_Notes.pdf
https://downloads.dell.com/Manuals/Common/Dell_EMC_VxRail_Multirack_Deployment_Guide.pdf
https://www.emc.com/en-us/collaterals/unauth/technical-guides-support-information/products/converged-infrastructure/vxrail-quickstart-guide.pdf
https://www.dellemc.com/resources/en-us/asset/technical-guides-support-information/products/converged-infrastructure/h15300-vxrail-network-guide.pdf

SmartFabric Services

SFS offers plug and play data center network fabric deployment, expansion, and management of Dell EMC infrastructure as turnkey
solutions. SFS is a component of SmartFabric OS10 network operating system that provides the framework to automatically deploy the
network as a single logical entity which enables the integration of Dell EMC infrastructure solutions.

SFS offers turnkey network solution for data center infrastructure using Dell EMC PowerEdge modular system switches (PowerEdge
MX), and PowerSwitch data center switches.

This information provides an overview of the SFS solution that is built on an automated data center leaf and spine network fabric using
Dell EMC PowerSwitch models.

For complete information about SFS for PowerEdge MX fabric, see Dell EMC PowerEdge MX SmartFabric Configuration and
Troubleshooting Guide.

Topics:
SFS for data center leaf and spine fabrics
SFS initial setup
Enable SFS

Fabric creation
SFS VxRail integrated solutions

SFS for data center leaf and spine fabrics

SFS is built on top of modern leaf and spine data center design that is optimized for the increased east-west traffic requirements of
modern data center workloads. The entire leaf and spine network fabric is orchestrated and managed as a single object, eliminating the
need for box-by-box configuration and management of the switches.

The fabric can start from a single rack deployment with two leaf/top-of-rack (ToR) switches, and expanded to a multi rack leaf and spine
network fabric. The fabric is automatically built and expanded using industry-standard Layer 2 and Layer 3 protocols as new switches are
connected.

L3 fabric profile

Spine 1 Spine 2

il

— - - -
— —a — —a

Leaf 1 Leaf 2 Leaf 1 Leaf 2 Leaf 3 Leaf 4 Leaf 5 Leaf 6

Single Rack Fabric Multi Rack Fabric

@l NOTE: SmartFabric Services can be enabled when there are at least two leaf/ToR switches connected as a VLT pair.

SFS initial setup

When PowerSwitch models with SmartFabric OS10 power on, the switches are operating in the normal Full Switch mode. This information
explains how to start the automated discovery and fabric creation process.

Log in to each switch console.

Configure the out-of-band Management IP address.

Upgrade SmartFabric OS10 to supported versions based on the Dell EMC VxRail Support Matrix.
Enable SmartFabric Services on the switches.

Do =
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https://downloads.dell.com/Manuals/Common/Dell_EMC_MX_SmartFabric_Config_TS_Guide.pdf
https://downloads.dell.com/Manuals/Common/Dell_EMC_MX_SmartFabric_Config_TS_Guide.pdf
https://www.dellemc.com/en-us/collaterals/unauth/technical-guides-support-information/products/converged-infrastructure/docu82227.pdf

For complete information about configuring the out-of-band Management IP address and upgrading the switch operating system, see Dell
EMC SmartFabric OS10 User Guide, Release 10.5.0.

Enable SFS

This information describes how to enable SmartFabric Services. To enable SFS on a switch from the SmartFabric OS10 command-line
interface (CLI), use smartfabric 13fabric enable command and set a role. In SmartFabric mode, the two leaf or ToR switches
are automatically configured as a VLT pair, and the VLT interconnect link (ICL) ports must be specified before enabling SFS.

@ NOTE: The VLTi ports (ICL ports) cannot be modified once SFS in enabled. It is recommended to select the required
number of ports upfront. SFS must be disabled and reenabled again to change the VLTi ports which can result in service
interruption.

Once you enable SFS on switches and set a role, the network operating system prompts for configuration to reload, then boots in SFS
Fabric mode. To apply the changes, enter Yes to confirm and the switch reloads in Fabric mode. The switch is then placed in Fabric mode,
and the CLl is restricted to global switch management features and monitoring. SFS Master controls all network configuration for
interfaces and switching or routing functions.

Use these SmartFabric OS10 CLI commands to build a leaf and spine fabric:

On leaf switches:
Leafl (config)# smartfabric 13fabric enable role LEAF vlti icl ports
Example:

Leafl (config) # smartfabric 13fabric enable role LEAF vlti ethernet 1/1/1-1/1/5
On spine switches
Spinel (config) # smartfabric 13fabric enable role SPINE
For complete information about how to use SFS commands, see SmartFabric commands in the Dell EMC SmartFabric OS10 User Guide,
Release 10.5.0.
SFS Graphical User Interface

You can also enable SFS using the SFS Graphical User Interface (GUI). OS10 switches support SFS GUI to set up initial SFS configuration
in SFS leaf and spine deployment. The SFS GUI is focused on day zero deployment operations and management of the switches in a Layer
3 SFS fabric. For more information about the SFS and SFS GUI, see SmartFabric Services in the Dell EMC SmartFabric OS10 User Guide,
Release 10.5.0.

Fabric creation

This information describes switch discovery, SFS Master, Master advertisement, SFS REST services, Master high availability, preferred
Master, SFS domain or network fabric, rack/VLT fabrics, default fabric settings, reserved VLANS, default client management network,
default client control traffic network, and spanning-tree protocol.

Switch discovery

When SFS is enabled on PowerSwitches, the switches boot in Fabric mode, then start discovering each other using LLDP. All discovered
switches become part of a single SFS domain, to form a single network domain.

@ NOTE: For L3 fabric profile, the SFS Domain ID is automatically set to 100 and is not configurable in the current
release. All directly connected switches join one single domain.

The port where another leaf switch is discovered is configured as a VLT interconnect link (ICL), and the port where another spine switch
is discovered is configured as an interswitch link (ISL). A switch operating as a spine will only have ISL links to other leaf switches.

SFS uses reserved VLAN 4000 internally to establish communication between switches in a single network fabric. VLAN 4000 is
automatically added to all ICL and ISL ports.
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https://topics-cdn.dell.com/pdf/smartfabric-os10-5-0_en-us.pdf
https://topics-cdn.dell.com/pdf/smartfabric-os10-5-0_en-us.pdf
https://topics-cdn.dell.com/pdf/smartfabric-os10-5-0_en-us.pdf
https://topics-cdn.dell.com/pdf/smartfabric-os10-5-0_en-us.pdf

SFS Master

SFS uses Keepalived protocol, running on VLAN 4000, to elect one in the fabric as a Master switch. Only a leaf switch can be elected as a
Master.

In a single SFS domain, there is only one Master switch at any given time, and the rest of the leaf switches are designated as the backup.
A new Master is elected from the backup switches when the Master fails to provide high-availability to the fabric.

®| NOTE: Spine switches cannot be elected as a Master node within SFS.

Master advertisement

Once a Master is elected, it initiates all applications to automatically build the network fabric. The Master VIP is advertised using mDNS
Avahi services for applications to automatically discover the fabric through inband networks.

SFS REST services

The SFS REST service is started on the Master node. Applications consuming or integrating with SFS use this REST service for day 2
fabric operations. Communication is performed with the fabric using the IPv6 VIP assigned to the SFS Master, or using the IPv4 out-of-
band Management IP of the Master.

A default REST_USER account is created to authenticate all REST queries. The default password is admin and it is recommended to
change this password through VxRail Manager or OMNI.

®| NOTE: OMNI communicates with SmartFabric REST Services through REST_USER account only.

Master high availability

SFS uses an internal distributed data store where all fabric configuration is saved. This data is synchronized with all backup switches
ensuring the Master, and the backup switches are always had the same view of the fabric. With a Master failover, the switch taking over
as the Master uses its internal data store to continue fabric operations.

When the fabric is expanded, the newly added switches receive all fabric policies from the SFS Master, once the switches are added to
the domain.

Preferred Master

You can select a designated set of leaf switches as the Preferred Master. When a Master is elected for a fabric, the switches that are
configured as Preferred Master have a higher priority to become the Master switch. If none of the switches are configured as the
Preferred Master, any other leaf switch can become the Master.

When fabric is expanded, newly added switches may come up and from a fabric among themselves, and elect a Master before they are
connected to the existing fabric. When the new fabric merges with the running fabric, Keepalived protocol elects a Master switch from
the new leaf switches joining the fabric which overwrites the configuration in the existing fabric. It is critical to ensure that the leaf nodes
in the existing fabric are set up to be Preferred Master before expanding the fabric to prevent this.

@ NOTE: When you create an uplink using the SFS GUI or OMNI detects at least one uplink, the Preferred Master is
automatically set on all leaf switches in the fabric, then.

SFS domain or network fabric
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SFS domain or network fabric is interchangeable terminology, and the fabric consists of all switches directly connected to form a single
logical network fabric. The L3 fabric is automatically assigned ID 100 and this ID cannot be changed. The fabric name and description are
automatically assigned, but can be changed through the SFS user interface.

Rack/VLT fabrics

When two leaf switches are discovered on specified VLTi ports, a VLT is automatically created between the two switches to form a
network fabric called the VLT fabric. This VLT fabric is automatically assigned with a fabric ID, a universally unique identifier (UUID).

In a single rack deployment, the network fabric and the VLT fabric represent the same set of switches. In a multi rack deployment, each
rack has a VLT fabric, and all the VLT fabrics and the spine switches together from the network fabric.

Default fabric settings

SFS automatically builds the network fabric using industry-standard Layer 2 and Layer 3 protocols.

Reserved VLANSs

To build fabric, SFS reserves VLANs 4000 to 4094 for internal use. You are not allowed to use these VLANSs for general use.
VLAN 4000 — SFS control VLAN

SFS automatically configures VLAN 4000 on all switches that are discovered in the fabric, and uses it for all fabric operations
internally. When a leaf or spine is switch is discovered, the ICL or ISL ports are automatically added as tagged members.

VLAN 4001 to 4079 — leaf and spine connections

SFS automatically sets up the leaf and spine network configuration using eBGP as the underlay routing protocol. SFS uses the
reserved VLAN range (4001 to 4079) with automatic IP addressing to set up the peer connections. When a spine switch is connected
to the fabric, an ISL is created between the leaf and spine switch. Each ISL link uses a reserved VLAN and the ISL ports that are
configured to be the untagged members of this VLAN. IP addresses from the reserved range are used for this VLAN, and an eBGP
session is started on the VLAN IP interface.

VLAN 4080 — global untagged VxLAN VLAN

SFS automatically sets up VxLAN overlay networks with EVPN to extend networks between racks in a multi rack deployment.
SmartFabric OS10 requires an untagged VLAN on leaf switches for VXLAN traffic handling when using VLT. VLAN 4080 with
automatic IP addresses from the reserved range is used for leaf-to-leaf interconnect (ICL) links.

VLAN 4090 — iBGP peering between leaf switches

SFS automatically sets up iBGP peering between a pair of leaf switches directly connected over ICL links. VLAN 4090 with automatic
IP addresses from the reserved range is used for enabling iBGP sessions between the VLT peer switches.

VLAN 4094 — VLT control VLAN

SFS automatically creates VLAN 4094 on all leaf switches. VLAN 4094 is used for all VLT control traffic between two VLT peer
switches. VLAN 4094 is only added on the VLT interconnect links (ICL ports) on leaf switches.

Default client management network

SFS automatically sets up an overlay network that is called a client management network. When a device is automatically onboarded on to
the network fabric, the device uses the VLAN mapped to this overlay network. This network is a native VLAN unless there is a policy
specifying a different native VLAN. VLAN 4091 is used as the default client management VLAN for this VXLAN network.

®| NOTE: The embedded SFS user interface allows you to change this VLAN to a specified VLAN.

Default client control traffic network
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SFS sets up a second overlay network that is called client control network specifically for VxRail integrated solutions. When a VxRail node
is discovered, it is automatically added as a tagged member of this network. SFS also enables the mMDNS Avahi service on this network for
master advertisement and fabric discovery by integrated solutions. The SFS Master virtual IP for VxLAN network is advertised. The VIP
addressis fdel:53ba:e%a0:cccc:0:5eff:£e00:1100 is fixed and not user configurable.

VLAN 3939 is used as the default client control VLAN for this VXLAN network. Although you can change the VLAN associated with this, it
is not recommended to change it for VxRail integrated solution deployments.

Spanning-tree protocol

SFS uses RPVST+ as the default spanning-tree protocol to build leaf and spine switches. Only RPVST+ mode is supported on switches in
SFS mode to have nonblocking leaf and spine connections. To prevent the loops in SFS, control VLAN 4000 RPVST is enabled with root
bridge that is forced to be on one spine switch.

@ NOTE: VLANSs used for setting up the leaf and spine eBGP peering are automatically set up to prevent loops while having
nonblocking connections between the leaf and spine switches.

Spanning-tree protocol is disabled for VXLAN networks. SFS automatically creates user networks as VxLAN networks inside the fabric and
these networks. For Layer 2 uplink from the fabric to the external network, the uplink ports in the fabric are configured as VxLAN access
interfaces and spanning-tree BPDUs are not sent to the external network.

For Layer 3 uplinks using routed Interfaces, spanning-tree is disabled on the uplink ports automatically. For Layer 3 uplinks using VLAN IP
interfaces, RPVST+ is enabled on the VLAN and cannot be disabled or changed.

SFS VxRail integrated solutions

This information describes two SFS VxRail integrated solutions.

SFS for VxRail L2 single rack — enables an automated single rack network fabric (L2 fabric profile) for VxRail clusters. Use the L2
personality for the existing fabric deployments. For more information about configuring VxRail L2 single rack personality, see VMware
Integration for VxRail Fabric Automation SmartFabric User Guide, Release 1.1, September 2019. For new SmartFabric deployments, it
is recommended to use L3 leaf and spine fabric personality for future expansion.

SFS leaf and spine fabric — enables a multi rack data center network fabric offering flexibility to start with a L3 single rack (L3
fabric profile), and expand to a multi rack solution on demand. The L3 personality is integrated with VxRail to enable single-site, multi
rack VxRail deployments allowing VxRail nodes to be easily deployed in any rack without complex underlay network configuration.

OpenManage Network Integration (OMNI) enables fabric management and zero-touch automation for:

SFS leaf and spine fabric
SFS VxRail L2 single rack fabric

Table 1. VxRail SFS personality comparison

VxRail L2 single rack fabric Multi rack leaf and spine fabric

Network fabric with twg ToR switches in a single rack, and cannot  Network fabric with up to 20 switches in a leaf and spine design
be expanded beyond a single rack. that can start with a single rack, and extend up to eight racks.

If you want to deploy a L3 single rack VxRail fabric, enable only leaf
switches in the rack without spine. Add spine to the L3 single rack
to form a L3 multi rack leaf and spine fabric.

All VxRail SmartFabric deployments prior to SmartFabric OS10 All new VxRail SmartFabric deployments with SmartFabric OS10
10.5.0.5. 10.5.0.5 or later.
Enabled through shell commands with fixed parameters. Enabled through standard SmartFabric OS10 CLI commands with

just role and VLTi ports for leaf as fixed parameters. Enable SFS
using SmartFabric GUI also. For more information about SFS GUI,
see Dell EMC SmartFabric OS10 User Guide.

Default uplink and jump box port that is created as part of The network fabric is created as part of SmartFabric initialization.
SmartFabric initialization, and cannot be modified after enabling Uplinks and jump box port must be created through the embedded
SFS as part of Day 2 operations. SFS user interface or OMNI. These are fully customizable as part of

Day 2 operations.
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VxRail L2 single rack fabric Multi rack leaf and spine fabric

All networks created during initialization, VxRail deployment and Networks that are created during initialization and the ones created
Day 2 operations are VLAN backed network with customer router  as part of VxRail deployment and vCenter integration are VxLAN
acting as the gateway. stretched networks for single rack deployments. VLAN-based

networks in a rack can be created through OMNI.

Existing deployments when upgraded to SmartFabric OS10 10.5.0.5 Migration from VxRail L2 personality to L3 fabric personality is not
continue to run in L2 mode. L3 fabric capabilities are not available.  available with SmartFabric OS10 10.5.0.5, and will be available in a
future release.

@ NOTE: We recommend that all new deployments for the VxRail integration solution be enabled with leaf and spine fabric
for single rack or multi rack deployments. VxRail SmartFabric deployments using older VxRail L2 single rack fabric
cannot be upgraded to the new leaf and spine fabric automatically. A migration workflow will be available in a future
release to allow existing deployments to expand to a multi rack solution.

SmartFabric Services 1"



OpenManage Network Integration

OpenManage Network Integration (OMNI) is a component of SmartFabric Services (SFS) that integrates with VMware vCenter for fabric
automation of the physical network infrastructure corresponding to the virtual network operations within vCenter. OMNI also serves as a
front-end management application for managing one or more SFS instances, enabling administrators to manage and operate one or more
network fabrics that are deployed with SFS.

OMNI virtual appliance

The OMNI virtual appliance is delivered as an open virtual appliance (.ova extension) file. Deploying an OMNI OVA template allows you to
add preconfigured OMNI virtual machines to vCenter Server or ESXi inventory.

The OMNI OVA file can be downloaded from the Dell EMC OMNI for VMware vCenter support portal. OMNI virtual machine deployment
is tested and supported only on the VMware ESXi hypervisor, even though it is expected that the OVA could be deployed in other x86
hypervisors.

OMNI deployment

Deploying an OVA template is similar to deploying a virtual machine from a template. You can deploy an OVA template from any local file
system accessible from the vSphere web client, or from a remote web server.

Table 2. OMNI deployment

OMNI VM system vCenter Server Network VxRail Management Network OMNI access
requirements (OMNI VM Network 1 - (OMNI VM Network 2 -
ens160) ens192) Optional in non-
VxRail deployment
Virtual hardware version: vmx-14 Out-of-band (OOB) In-band link-local network vCenter HTML5 (/ui) plug-in;

management network click OpenManage Network

Compatible: ESXi 6.7 Integration link

Provides reachability to

) Provides reachability to DNS, SmartFabric link-local network
2 virtual CPUs; 2 GB memory; 1
40 GB hard disk default gateway, and where for IPv6 VIP reachability OMNI stand-alone user
OMNI obtains the IP/hostname interface: https://

OMNI_IP_or_hostname/
delawareos10/ using admin
user

Provides reachability to
Management network (vCenter
IP/hostname, SmartFabric
Management IP/hostname) SSH to OMNI VM IP/hostname

as admin user
VxRail default: vCenter Server VxRail default: VxRail

network Management network OMNI'VM console using
vCenter/ESXi admin or root

user

@ NOTE: Even when OMNI is deployed in-band, it is recommended to set up connectivity with the out-of-band
Management network of the switches in the network fabric to separate management traffic with user data traffic, and
also to enable faster image downloads to the switches.

Topics:

OMNI virtual appliance creation
OMNI setup
OMNI vCenter client plug-in registration
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https://www.dell.com/support/home/us/en/04/product-support/product/dell-openmanage-network/drivers

OMNI virtual appliance creation

This information describes how to deploy the OMNI appliance on a VMware ESXi hypervisor using the OMNI OVA file, then create a virtual

machine (VM).

@l NOTE: The OMNI portal or SmartFabric Services user interface does not provide localization.

Download and install OVA

1. Download the OVA from OpenManage Network Integration support, then store the OVA image locally.
2. In the vSphere Client, select Hosts and Clusters, right-click the cluster that the plug-in must manage, then select Deploy OVF
Template.

vm vSphere Client

G o 8 Vetarsan-cusiercioootsa-ooss-dsr-sase pA0150-0053-467-8d9e-2e37ec6bB578 | actions
(3 vevxrailclustert ns Hosts Networks Updates
v @ vxRail-Datacenter 1 New Virtual Machine.
[8 vxRail-virtual-SAN iis Turned ON SCHEDULE DRS. RESTORE RESOURCE POOL TREE l EDIT J
. # New Resource Pool. = S
[ vxhostol.vxrail.g =
, Fully Automated
[& vxhosto2.vxraily @ Deploy OVF Template.
[ vxhosto3.vxraild 5 hs Expand for policies
i 8 New vapp.
@ oMNI11.23
nt off
3 omMNI11L27 Storage »F
& omNI221 : None
[oMNI122 Host Profiles » s None
% VMware vCente|
v vCente| Edit Default VM Compatibility.
v vReallZl @, assign License
£ vxRail Manager
Settings
Move To...
Rename.
Tags & Custom Attributes >
Add Permission.
Alarms »
X Delete
Update Manager »
VxRall >
Recent Tasks  Alarms yaAN L A

3. Select Local file, click Choose Files and select the OMNI ova file from a local source, then click Next.

Deploy OVF Template

1 Select an OVF template Select an OVF template

7 a LURL 1o o

hasa

® Local file

Choose Files | OMNI-1.2.21.0va

& ar Select an OVF template from remote URL or local file system

ackage from the In!

4, Select a name and folder for the VM, then click Next.

OpenManage Network Integration 13
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Deploy OVF Template
+ 15elect an OVE template Select & name and folder

Specify & unique name and tanget location
3 Select a compute resource

4 eaview Ovtads Virtual machine name:  OMNI2

5 Select storage

& Ready to complete Sedect a locaton for the vitual machine.

~ (5 internabvel st01.omnd vxrall
[ vaRsl-Datacenter
0 vMware HCLA Folder

cancer | sack m

Select the destination compute resource, then click Next.

Deploy OVF Template
+ 1Select an OVF template Select a compute resource

o 2 Select aname and folder  Select the desination compute resource for this operation

ute resource|

4 Review details v [ vxRai-Datacenser
5 Select storage » [0 ViRni - SAN-Chister-83005858-cAxD-4505-

© Bready to complete

Compatibiity

+ Compatibiity checks succesded

CANCEL | Back “

Review and verify the template details, then click Next.

Deploy OVF Template

o 15610t 4N OV tempiate  Review detads

+ 2 Select a name and folder Verify the template details.
+ 3 Select & COMPUtE resource

4 Revew

£ The OVF package contans advanced configuration options. which might pose &

5 Licenis sgreements security risk w the advanced pUOnS below Click next 1o
o dlix dxngt acoept the advanced configuration optons.
7 Sebect natworks
B Ready to complete Publiher dellemcnetwork-appliance (Untrusted certificate)
Dowsisad size 9231 M8
Sze on divk

2.2 GB (thin provisned)

391 G8 (thick provisioned)
Extra

virtusadty pathiity = hosted
nuTam = ov:/fiefie2

cawceL | Back u

7. Accept the end-user license agreement (EULA), then click Next.
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» 1Sebect an OVF template
2 Select & name and folder
+ 3 Select a compute resource
o 4 Review details

50 agresments

Deploy OVF Template

License agresments

The end-user kcense agreement mMust be accepted

Read and sccept the terms for the icense agreement

END USER UCENSE AGREEMENT

User's behalf, T

@ 1 accept all kcerse agreements.

camcEL | Back 'm

8. Select the VSAN datastore for the configuration and disk files,

then click Next.

Deploy OVF Template

+ 15elect an OVF template Select storage

+ 2Selectaname and folder  Select the storage for the configuration and disk files
+ 3 Select a compute resource
+ 4 Review details
+ 5 License agresments

- s Select virmual disk forma

WM Storage Policy: |

Datastore Default

Compatiiity

Prosasioned Frew
na2ca 20208 GB Vh .
1392 GB 0208 GB v
nea2cs 20208 GB v
1392 GB8 20208 GB v
T VaRBVIa- SN Dacs_ | 1357 T8 13978 128978 i
. (4

+ Compatibiity checks succeeded

cancer | sack | m

9. Select a destination network for each network source, then click Next. The VxRail Management Network must be assigned to the
VxRail internal Management network. The default VLAN ID for this network is 3939. The vCenter Server network must be
connected to the port group where the vCenter Server is reachable for deployment of the OMNI plug-in. If you are using a

standalone generic ESXi host deploymen

t, you can skip this step.

Deploy OVF Template

o 1 Sabect an OVF template
+ 2 Select a name and folder

Select ratworks

Select a destination network for each source network
+ 3 Select & compute resource
v 4 Review details

¥ 5 License agreemants
v 6 Select storage

VCRNL Server Netwon:

T Destination Network

pre= 7 SE58.cEaB.45:0 a

vCenter Server Netwon:- 638056880 599-4500-0040-C280t

8 Ready to complete
IP Allccation Settings
1P alocaton

CANCEL Back |

10. Click Finish to start creation of the VM.
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Deploy OVF Template
+ 15elect an OVF template Template name oMM 219 -
o 2 Select & name and folder R, TR
+ 3 Select a compute resource
« 4 Review details Size on disk 3168
« 5 License agresments Folder Vakal-Datacenter
v 6 Select storage
v 7 Select networks. o . 5
[0 rescy o compiee JTRTRER
AN disks Datastore: VaRail-Virtusl-SAN-Dy
Farmat: As defined in the VM storape policy
Network mapping 2
il o 2 < 2
wCenter Server wiCenter Server acdd-
Satmork
1P abacation setlings
#® protocol P 5

Power on OMNI VM

1.

16

Scroll to the bottom of the window to view the status, and wait for the deployment to finish.

[PS——————
& cuers

[EY R n——

5 Vitwt vCrrts Serves Plterm St

Verson & 7AK-26226729

I@

About VxRal &

B ntind Mg

m QR 8 2 0 VxRail-Virtual-SAN-Cluster-63a95688-c5a9-45¢9-acdd-c 28cb2cdSdb0
(P ermabect 5301 o varad Summary  Monitor  Confgues  Permescns  Mosts  WMs  Detsstores
w [ Vaad-Datacenter T
< [ Vit virtush SAN Chter £3208888 25 A0 = System

[rTEe——rpp——— Nwhes AL

[ - -5 1501 e vl whiphare Avelatiity

[ St 8. 4000 s vrd

VxRal

instated On Dec 2. 2019, 65633 AM

ACTIONS

Networks  Updates

Helpful Information

The \siad ntegration for Vkware vCenter 5 desgred 10 streamine
the management process of your re-enginesned hypes-conmrged
ey e
Storn by Alowirn) you 10 e VIBNA VCoRter 18 ka0 your

at cormibine compule, Ftword

v

Al Defevtions T OO ALORS] SITVEONTRNL LD SNd NN Cooynant {0 2019 Del Inc. of s Subsaianas. AR Bahts Resaraed.
Recent Tasis Alarms
T v g - e - Des - O —T - SunTmes v Completon Teme -
Diepiny OV nempuste O oweaz — -] WEERELOCALVD L. S oo
—— ot o Compieted s 2o woazom 7 Beazom, =
PO OVF peckage 0 vk oo 2 0 _— L - ] VEDTaR WA AT TR ol QO P X TV I T
v O package O vmsvnssane o Comgieten [ T o, 78Sz Al T LT T T e

Select the OMNI VM, then select Actions > Power

B o a 2 gomz (s & & &
o [ wermalect 000 ome var st Summary  Monitor Mﬂﬂ_‘k-mm‘ Outastores  Metworks  Updates
~ [ vaRal Datacerter
o [ ol s S0 Chuster S 008803 = e VM SDRS Rules
" 50 Fdes
vage Opcns
- e
s v .| oo |y [ .
-
Sehach e Tasks
Pokrws
Wieware £V
PR — 7
L y
Select Launch Web Console.
o @ s 2 & OMNI2 BB scTone
- £ itemal-wc 4501 ok e Summay  Monitor  Confgure  Permiions  Deleores  Metworss  Updates
w [l vkt aacerner .
e (D ViRtal- Vit SAN-Chuster-S0095080-c5 . o CPU USAGE
gt o N e en i
e et m 40mME
[ 1t-crmrevar =07 4101 orrrn v — - STORAGE USADE
B oz - = 9 74768
[T ————— =
R Watware vCanter Sarver Plstion S
5 vinad arager
VM bardware e Hotes o~
o
Delated Oty ~
Chater [ vaind virtun- SAN-Cluster -6 LaPa0m-c Sa9-435c9- Custom Attritutes -
e [T —— e el
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OMNI setup

This information describes how to log in to the VM console, and also explains the OMNI vCenter setup.

Log in to VM console

You can configure OMNI through the VM console after you complete the authentication step. The VM console automatically closes after
10 minutes (default), and can be customized to meet your needs.

1. Enter admin for both the default username and password.

2. If thisis a first-time login, change the password.

After the passwords are successfully updated, self-signed certificates are created. You can change the certificates later with menu
options.

®| NOTE: The sudo password is the same as the password set for the admin user.

0

NOTE: Root user is disabled by default. To set the password to enable root user, use the SmartFabric menu. You can
only access root user through the console.

Setup OMNI

This information describes how to set up the appliance with the required network interface configurations, and registration with vCenter
and SmartFabric. A single OMNI VM instance supports up to 10 vCenters and 16 SmartFabric domains.

®| NOTE: The OMNI initial configuration setup can be performed using the vCenter OMNI VM Console only.

Network interface profile configuration

1. Select 0. Full Setup.

2. Select Edit a connection, then click OK.

OpenManage Network Integration 17



3. Select Wired connection 1, then click Edit.

4. Verify Ethernet (ens160) is connected to the vCenter reachable network, then change the Profile name to vCenter Server Network.
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5. Change the IPv4 configuration from Automatic to Manual from the drop-down. You can choose Automatic or Manual IP address
configuration.
@ NOTE: If you are using a stand-alone generic ESXi host deployment and if DHCP services are running on the
Management network subnet, use the default IPv4 vCenter server network configuration which uses automatic IP
address assignment using DHCP.

6. Click Show to the right of IPv4 configuration, then click Add.
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7. Set the Manual IPv4 address, Gateway address, DNS servers, Search Domains, then click Edit to the right of Routing.

8. On IPv6 configuration, select Ignore for the IPv6 configuration, then click OK.
@l NOTE: IPv6 configuration is only required for an in-band network.
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You are now ready to continue configuration.

@ NOTE: If you are not connecting the OMNI VM to a SmartFabric local-link, this section is not applicable and you are
ready to activate the connection profile.

1. Select Wired connection 2, then click Edit.

2. Rename Profile name to VxRail Mgmt Network.

3. Select Disabled for the IPv4 configuration.
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4. Select Link-Local for the IPv6 configuration.

5. Click Edit to the right of Routing, then click Add.

6. Enter the custom route as fde1:53ba:e9a0:cccc::/64, then click OK.
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7. One custom route is now configured; click OK.

8. Click Back to activate the connection profiles.
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Activate connection profiles

@l NOTE: To populate DNS entries automatically, each profile must be deactivated, then activated.

1. Select Activate a Connection, then click OK.

@ NOTE: If you make any changes while editing a connection, you must deactivate then activate the connection for the
respective interface profile.
2. Select the vCenter Server Network profile, then click Deactivate; repeat for VxRail Mgmt Network.

3. Select the vCenter Server Network profile, then click Activate; repeat for VxRail Mgmt Network.
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4. Click Back, then select Set system hostname, then click OK.

@l NOTE: If you are setting the hostname of OMNI, ensure you have the DNS entry of the OMNI hostname.

5. Enter omni for the hostname, then click OK.

6. The hostname is now set; click OK.

7. Click Back, then OK to exit the network management Ul.

8. Enter a valid NTP Server IP address or hostname, then click Enter. Go to the next section for the SSL certificate installation.

@l NOTE: If the NTP Server is not configured, the SmartFabric appliance VM synchronizes with the ESXi server time zone.
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OMNI vCenter client plug-in registration

This information describes how to register the vCenter plug-in, and SSL certificate management. SSL certificates have been automatically

generated after the password is successfully updated. For more information, see Log into VM console.

@ NOTE: Multiple OMNI instances cannot be mapped to a single vCenter instance. If a situation where multiple VxRail
clusters exist with their own respective fabric instances, it is recommended to map these fabric instances to a single
vCenter instance. For example, VxRail cluster1 ideally has its own vCenter-1 VM instance, and the same is true for VxRail
cluster 2 with its own vCenter-2 VM instance. In this case, OMNI-1 maps to vCenter-1, and OMNI-2 maps to vCenter-2.

If you do not want to create individual OMNI to vCenter mappings, you do have the option of mapping multiple fabric instances to a single
OMNI mapped to a single or primary vCenter instance.

1. Select N to not install the SSL certificate now.

2. Select 4. Register/Update OMNI vSphere client plugin with vCenter.

3. Enter the OMNI IP/FQDN for registration with the vCenter instance.
®| NOTE: We recommend using FQDN instead of the IP address of OMNI.

4. Enter the vCenter Server FQDN, vCenter Server username and vCenter Server password. Repeat this step to register each vCenter
instance (up to 10).
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5. The OMNI application server services start successful; press [enter] to continue.

6. Select 9. Logout.

®| NOTE: You cannot register the same vCenter instance from another OMNI plug-in.
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Unregister vCenter with OMNI

1. Select vCenter Server > Menu > OpenManage Network Integration > Service Instance, then select the specific Service
Instance > Summary > vCenter Credentials.

CpenManage Network INbsgration  IMSTANCE OMMLETOZ GMNLVARAIL 44

O ek 4202 o sl admnatratorvaphensiocs

2. Click Unregister.

Openbianage Network IVfegraion IMSTANCE OMNASTOZ OMMLVNRAIL:443

Unregister OMNI Plugin with wCenter

bt nbernal- e 302 o varsl

vCenter credential update of registered vCenter

1. Click Update to update the credentials of the existing vCenter.

CptnManage Network INtegration MSTAKCE OMMLET0Z OMNLYAEAIL 44

{yHeme

Service stance

©  imermebic 0z omniarad samnststcrgraphensiocs

2. Enter the required information to edit (user and vCenter fields are automatically populated), then click Update.
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Operiblanage Neteork nbegrstion |HETANCE GHNLITOLOHN] ¥XEAIL 441

Update Credential

Update success; close the message.

DperManagr Metwork INbegration 1N STANCE CMNISTOZOMNLYXRAILA4]

@ rRemav st02 omei st adminstratonBephen locsl
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OMNI virtual appliance management menu

This information describes the menus available to the admin SSH user through the console.

Table 3. OMNI virtual appliance management menu

Menu option

Submenu option

Description

1. Show version

2. Interface configuration menu

3. OMNI management service menu

1. Show interfaces

2. Show connection status

3. Configure interfaces

4. Show NTP status

5. Configure NTP server

6. Unconfigure NTP server

7. Start NTP server

8. Stop NTP server
9. Exit

1. Start OMNI management service

2. View OMNI management service

3. Stop OMNI management service

4. Restart OMNI management service

5. Create support bundle

6. Change application log level

7. Exit

30 OMNI virtual appliance management menu

Display OMNI virtual appliance and plug-in
version

Display OMNI network interface
configuration

Display OMNI network interface connection
status

Configure OMNI network interfaces using
Network Manager user interface (nmtui)
including OMNI Management IP, gateway,
DNS entries, search domains, routes, OMNI
hostname, and so on.

Display OMNI network time protocol (NTP)
server status

Configure OMNI NTP server; enter remote
NTP server IP/hostname. It is
recommended that you use the server
hostname.

Unconfigure OMNI NTP server

Start OMNI NTP service, and enable NTP
service

Stop OMNI NTP service

Start OMNI web server, application server,
and VLAN automation process

Display status of OMNI provided services

Stop OMNI web server, application server,
and VLAN automation process

Restart OMNI web server, application
server, and VLAN automation process

Create OMNI support bundle archive and
save to download location. It is
recommended that you use the OMNI
user interface support page to generate
and download the support bundle.

Display current log-levels, and configure
DEBUG or ERROR log-levels. It is
recommended that you use the OMNI
user interface support page to change
the OMNI log-levels.



Menu option

Submenu option

Description

4. Register/update OMNI vSphere client
plug-in with vCenter

5. Password/SSL configuration

6. Upgrade appliance

7. Reboot appliance

8. Show EULA

9. Logout

1. Change appliance password

2. Change root password

3. Generate self-signed SSL certificates

4. Install SSL certificates from remote
server

5. Exit

Register OMNI with vCenter; enter OMNI
IP/hostname, vCenter IP/hostname,
vCenter administrator user (administrator
@vsphere.local), and vCenter password. It
is recommended that you use
hostnames.

Change appliance admin user password

Assign password of application root user;
root user is disabled by default, and is
required to set the password first to access
the root user. Root user is only
accessible using the vCenter OMNI VM
console.

Replace existing OMNI appliance self-sign
certificate. After SSL certificate
installation completes, you need to re-
register OMNI with the vCenter.

Replace OMNI certificates with the
certificate that is located on the remote
server using SCP/FTP. After SSL
certificate installation completes, you
need to re-register OMNI with the
vCenter

Upgrade the OMNI appliance. Upgrade
appliance can only be used for same
version OMNI patch installation.

Reboot the OMNI appliance

Display the OMNI end user license
agreement (EULA)

Log out as the admin user
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This information describes how to access SmartFabric vCenter through the vSphere Client. A shortcut is available from the vSphere Client

left-pane within the menu dropdown and shortcuts view.

Access OMNI portal using registered vCenter

@ NOTE: Before you use the plug-in, you must set up a Dell EMC SmartFabric appliance in vSphere. Once you register
OMNI with vCenter, an OMNI plug-in is available in the vCenter.

Access to OMNI portal

|Q Home @ Home
& Shortcuts

I[] Hosts and Clusters

@ VMs and Templates

] Q

orage Networking
B Global inventory Lists
enManage Network Integration
5 I ;J
VM VM Storage
Mmnization Policies
ifications

B Administration

2 Update Manager

@ Administration
O

Update Manager

) Tasks B Tasks
g Events [ Events
& Tags & Custom Attributes & Tags & Custom Altributes

Host Profiles

& 5
'1'.-%'.\09-,?|L:$:f- :I?_C‘:‘::I:)
o>
Update xRail
Manager

When you select SmartFabric, the home page displays information about the SmartFabric domains being managed. This page also allows

you to update extensions if available. Information includes:

Service instance
vCenter credentials

OMNI portal access using OMNI appliance IP

®

this section.

32 Access to OMNI portal

NOTE: If you are using a stand-alone generic ESXi host deployment, this information does not apply and you can skip




Once the vCenter registration steps are complete, you can log in to the OMNI Ul using the OMNI stand-alone page. This information

describes how to access the OMNI Ul from a browser.

Open a browser session, go to https:// OMNI_I/P/delawareos10 with the IP configured during setup.

1.
2. Enter the username and password for the OMNI VM, then click Sign In.
o i 5
s - i
Senice instance BEa -
et

Once the username and password are authenticated, the OMNI page displays.

wCenter Credentals

a #)m g

Access to OMNI portal
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OMNI vCenter integration

This information describes the OMNI vCenter integration to automate vCenter PortGroup VLANS.

vCenter VSS and DVS PortGroups

When you configure PortGroups of a virtual standard switch (VSS) with VLANs and distributed virtual switch (DVS) with VLANs on the
OMNI registered vCenter, the respective active and standby physical adapter interfaces are automatically configured by OMNI on the
SmartFabric ServerInterfaces. Thisis shown as tasks on the registered vCenter tasks pane.

®

NOTE: You cannot delete PortGroups on a VSS/DVS, or delete the VSS/DSS entirely as it clears all unused networks

from the SmartFabric ServerInterfaces.

DVS provides an option to change the VLAN of uplink PortGroups. OMNI ignores PortGroup configuration if the VLAN type
PortGroup is set to VLAN trunking or private VLAN.

We recommend keeping the DVS uplink in Trunking mode and configure the virtual PortGroups with VLANSs for each network. OMNI
configures the respective VLANs on the ToRs and SmartFabric uplinks.

OMNI automates the vCenter PortGroup VLAN and manages the registered vCenter by identifying the relation between the
SmartFabric ServerInterface and the ESXi host PNIC MAC.

NOTE: When any server port is removed from an uplink on DVS/vDS, the VLAN association details stored on the
switches are not deleted. It is recommended to remove the network association configuration manually from the server
interface profile.

Identification of vCenter ESXi Host by OMNI

OMNI collects the PNIC MACs of all ESXi hosts in registered vCenters. If OMNI identifies the ServerInterface ID as a collected PNIC
MAC (Id=MAC without ":') of the host, OMNI identifies that host to belong to an OMNI registered SmartFabric instance.

Table 4. vCenter PortGroup VLAN automation of identified ESXi host

vCenter action SmartFabric action by OMNI

Add/update PortGroup: VLAN of VSS/DVS - Create network of PortGroup VLAN
Add network to SmartFabric ServerInterface

Remove PortGroup from VSS/DVS Remove unused networks from SmartFabric ServerInterface

@l NOTE: OMNI automation is not designed to delete unused ServerInterfaces of SmartFabric.

SmartFabric networks consolidation by OMNI

1. Collect all networks of registered SmartFabric.

2. Collect networks of ServerInterface of registered SmartFabric.

3. Identify SmartFabric networks created by the OMNI user interface, and SmartFabric networks that are not created by the OMNI user
interface.

4. Append networks that are not created by the OMNI user interface to SmartFabric uplink of 'Default'/'CreateOnly' type

5. Find unused networks; SmartFabric networks not created by the OMNI user interface, and not used by the SmartFabric
ServerInterface and SmartFabric uplinks.
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6. Delete unused networks from the SmartFabric.

@ NOTE: A 'Default'/'CreateOnly' uplink can be configured on the SmartFabric through the OMNI Uplink configuration
page. For more information, see OMNI SmartFabric management.
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7

OMNI SmartFabric management

This information provides details of how OMNI helps you manage SmartFabric OS10 with OMNI. Also explained is how you can add and
configure SmartFabric instances that you want to manage using OMNI.

Add SmartFabric instance

This information describes how to add SmartFabric instances in OMNI.
1. Go to the OMNI portal.
2. Locate the Master IP of the SmartFabric cluster by logging into OS10 SmartFabric, then enable the switch.

0S10# show smartfabric cluster

CLUSTER DOMAIN ID : 100

VIP : fde2:53ba:e%al:cccc:0:5eff:£e00:1100
ROLE : BACKUP

SERVICE-TAG : FXG6HXC2

MASTER-IPV4 I X.X.X.X

PREFERRED-MASTER : false

nter Credentials

4. Enter the service instance information, then click Add.

Add a Service Instance b4
Service 0Nn20132

Instance

Service W01 32

Instance

Name

User REST_USER

Name

Pasgword o

5. Service instance creation success; close the message.
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Configure OMNI autodiscovered SmartFabric
instance

This information describes how to configure OMNI autodiscovered SmartFabric instances. If the OMNI virtual appliance is connected to a
link-local network on SmartFabric (such as VxRail Management Network-VLAN 3939), find the SmartFabric IPv6 VIP autodiscovered by
OMNI. For complete information about discovery, see mDNS service in SmartFabric Services.

You must edit this autodiscovered SmartFabric instance for the REST_USER password to complete the configuration.

1. Go to the OMNI portal.
2. Select Auto Discovered VIP, then click Edit.

s Htiesrs b

NOTE: During VxRail initial deployment, the system forces you to change the password. If you forget the
REST_USER password, contact Dell support to reset REST_USER password.
3. Enter the service instance information, then click Submit.

Creme

4. Service instance configuration success; close the message.
Topics:

Summary

Topology

Switches

Server interface

Uplink

Network

Host network inventory

OMNI SmartFabric management 37



Summary

This information describes the selected fabric summary including fabric nodes, racks, and actions.

Select the Service Instance to view details on each fabric. Click Domain at any time to update the fabric details.

Hom
{nyHome

Sarvice Instance —_—

Eonsairaz

Ustrname
Curment Password
Mew Password

Confirm New Pasvword

Fabric nodes

This information describes the selected Spine structure which is arranged in racks. Select the Fabric ID to view the fabric details. Each
Spine fabric has corresponding switches. Each switch includes status (online or offline), name, model, version, role, and IP. Click Domain
at any time to update the fabric details.

Rack

This information describes the rack which contains logical groupings of switches. For each rack, there is a fabric, and another fabric which
contains all the information for the leafs. All leaf nodes are associated with one fabric. If the rack contains three fabrics, it contains two
rack fabrics (one for each rack), and one fabric that contains all the information about the leaf.
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Rack

« Fabiic I0: B1SI4438-D572-50¢2. k303 15344380572 501

[ ] (o) BOTHNC2

Fabric actions

You can do the following from the fabric actions:

Change SmartFabric password.
Upload SmartFabric OS10 to OMNI VM.
Delete SmartFabric OS10 image.

For more information about upload and delete SmartFabric OS10 image, see Upgrade SmartFabric OS.

Replace switch on a network fabric.
For complete information about replacing a switch, see Replace switch on network fabric.

SmartFabric password change

1. Enter the current password for the REST_USER, the new password, confirm the new password, then click Update Password.

Far
{apome

Sarvice Instance

E00sarraz

Rack

3 Fabiie ID: B1534438 55725012 B503-bEMe6Ted?0 (AuteFab-ni5 344386572502 BO03-bE1ae6 MeaT0)

Fabric Actions

@ SmartFabric Passward Changs

Username. REST_USER
Current Fassword
Mew Password

Contirm New Pasyword

2. Password update success; failure tooltip notification message displays.

Topology

This information explains how to display the fabric topology and switch information. Switch information includes destination interface,

destination switch, interface ID, interface name, switch ID, and type.
@l NOTE: This feature is marked beta for this release.

1. Select the Service Instance, then select Topology.

OMNI SmartFabric management
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2. Mouse over a fabric to display switch details.

[T r————rr

Gy (e pzance (B 2 oc

Savin bt
[ i)

Twmesy  axmeEd

3. Select any switch to view the network information.

OpeRAarags MeCwrE Wiegraon 1ETACE 18 11 35 441

Aol atreiparn 03

£ (W

-

Switches

This information describes how to display fabric for all Spine and Leaf switches.

Switch information includes destination interface and breakout profile. Select a switch to view details about the specific switch including
breakout details and corresponding information about interface status, MTU, and type.

1. Select the Service Instance, then select Switches.
2. Select the arrow to view the spine switch properties.

3. Select the switch.
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Use the arrow to view the properties.

« e e
.

Select the interface/port-group to view properties on the right.

Bre

®

akout port

1.

Spine switches.

NOTE: The auto breakout feature is enabled by default in Spine switches. OMNI will not provide an option to break out

Select Breakout port, select the Breakout Mode from the drop-down, then click Submit.

w phy-port1/1/25 Breakout

OMNI SmartFabric management
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2. Breakout port successfully configured; success/failure tooltip notification message displays.
3. Select the number of ports to view by page.

P [EV——

Sarvce istance —
(=1

Add jump port

1. Select the switch to view the Leaf switch properties and the current jump port, then click Jump Port.

{Rrsome

Service Instance - = Seiclasaliad
Soosarrz

Fabric Switches

* (B Fesocatora 2zt

FREHXCE W phy-ponf1/2s

0 Weryesnun 2esace « W RO aihernat 151

~ I RO et L

2. Enter the Name of the new jump port, select the Interface Name, select the Untagged Network, then click Add.

Add Jump Port ) FXEHXC2

3. Jump ports add success; success/failure tooltip notification message displays.
Delete jump port

1. Select the switch to view the leaf switch properties to remove.
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2. Click Jump port, then click Delete.

3. Jump port delete success; success/failure tooltip notification message displays.

Server interface

This information describes how to configure a SmartFabric server interface profile.

The Server Interfaces Profile List displays a list of Server Profile IDs and their respective onboard status. Select a profile to view details

pertaining to that specific profile. You can view information including interface ID, fabric ID, native VLAN, and network name and VLAN ID

(if applicable).
Create server interface profile

1. Select the Service Instance, then select Server Interface.

2. Click Create to create a Server Interface Profile and provide server interface ID, then select New Server Profile.
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@ NOTE: System allows to configure duplicate server interface ID. When using MAC address to onboard server
interface, enter MAC Address without ":", for example, f8f21e2d78e0. For onboarding ESXi host Interfaces for zero
touch automation, use the ESXi host vmnic physical adapter MAC address without ":".

3. Select the Server Profile Bonding Type.

Create Server Interface Profile

Server inberface id

Setvr Profle

Server Profile id srphed Server Profie Boedieg

Type B spm |
Seluct Server Profie Bonding Type

Unitagged Metwork Seheet Untaoged Metwork - Tagged Network

Static Onboarding
Option

Create Server Interface Profile

Sarver Prodie Bordng
Type

el N2 [VLAN-TIZ of VAN Metwork) 2

B. (Optional) Select Yes for the Static Onboarding Option, select Leaf Node and Interface (where the server interface is connected),
select None, then click Create.

@ NOTE: You cannot modify the leaf switch and leaf switch interface in static onboarding server profile. If you want to
modify, delete the existing server interface profile and re-add the new leaf switch and the leaf switch interface.

6. (Optional) Select Yes for the Static Onboarding Option, select Leaf Node and Interface (where the server interface is connected),
select eBGP, enter the ASN and IP address, then click Create.

Server Interface id

Server Profile

Server Profile Id

Untagged Network

Static Onboarding
Option

Leaf Node

Routing Protocel

Name

Create Server Interface Profile X

Sample

Existing Server Profile ) Mew Server Profile

samplesd Server Profile Bonding AutoDetect
Type

network-56 (VLAN-56 of VXLAN Network) x Tagged Netwark network-56 (VLAN-56 of VxLAN Network) x

0 ves Mo
tor-2-22 (FXEHXC2) Interface FXEHXC2:ethernet/f3

Mone @ eBGE Static Route

sampie ebgp IP Address LRRR

:
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7.

@l NOTE: Static onboarding option eBGP or Static route routing protocol used for NSX-T deployment.

(Optional) Select Yes for the Static Onboarding Option, select Leaf Node and Interface (where the server interface is connected),
select Static Route, enter the Network Address and Next-Hop Address, then click Create.

Create Server Interface Profile

Server Interface Id sampile
Server Profile Existing Server Profile @) New Server Profie
Server Profile 1d sampliid Server Prefile Bonding AutcDetect
. Type

Untagged Network network-S6 (VLAN-56 of VxLAN Network) x Tagged Network network-56 (VLAN-56 of VxLAN Network) x
Static Onboarding 0 ves No
Cption
Leat Node tor-2-22 (FXEHXCZ) Interface FXEHXC2 ethernetl/V3
Routing Protocel "} None BGP @ Static Route
Name samplestatic Network Address (R ER]
Pretix Length 2 Next Hop 1P Address 5559

CREATE

@l NOTE: You cannot delete any created server profile.

8. Server Profile and Service Interface creation successful; close the messages.

Edit profile

1.

Select the Server Interface Profile, then click Edit to view the server interface information.

-F':-.e- nne

Eest_stalic - Served Intedlace

[AE—— ¥ Cebowded v B 4 Barar
e
[ T Saine fane
Pt I AND

e Prawey

Select the Untagged Network, select the Network, then click Edit.
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Edit Server Interface Profile test_static

Urkirggend Partwark Feetwork- 720 (VILAN-720 of Vi AN 3075 (WVLAN-30% of VLAN

|

Mok

w3000 [WLAN- 00K

3. The Service Interface Profile successfully updated; close the message.
Delete profile

1. Select the Server Interface Profile from the display, then click Delete.

Delete a Server Interface Profile

Do you want to remove samplesip Server Interface Profile

CANCEL | DELETE

2. Click Delete to confirm removal of the Server Interface Profile.

Uplink
This information describes how to create, edit, or delete fabric uplinks. You can create uplinks on each fabric with available interfaces

which are not part of an existing uplink, server connected ports, or part of a SmartFabric automation and jump port.

There are two types of uplinks — L2 and L3, and there are two types of L3 uplinks — L3 VLAN and L3 routed interface. Once you have
created an uplink, you can then associate networks to the uplink and change or modify interfaces. These user-managed uplinks require
configuration of networks through SmartFabric vCenter.
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@l NOTE: If you delete an uplink, any unused networks and ports will be available for future use.

L2 uplinks

1. Select the Service Instance, then select Uplink.

i e

oo

Create user uplinks

You can create an uplink by selecting the fabric with a unique user-given name, then select the interfaces and networks through the

wizard interface to create a user uplink.

1. Select Uplink, then click Create.

{nyHome EsmartFabric Instance 100.94.77.22

Service Instance

=w009477.22
[ & REATE
Name T Upiink 1D
FABRICUPLINK Edge-Uplink
test-12 test-12
sampleL3VLAN samplel3VLAN

Uplink

T

Info

Networks ()
nterfaces @)

Networks (@)
interfaces @)

Networks (@)

nterfaces €)

Networks i)
ntertaces ()

2. Enter the Uplink Name, an optional description, then click Next.

Openbanage Metwoek INlegralion iRaTANCE 17218 1141441

Create Uplink Uplink Details

Upbrk Pert Type QLD

U Lipriic Drrlady

harrr

Dscniption
Toptianal)

Moy _

3. Select the rack to create the uplink on, select the interfaces, the LAG mode (LACP or Static), then click Next.
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Dpeniblanage Neteon insegranee

Create Uplink Port Configuration

Selert Ok 1y Ruck

Mol g DA RS TI-B0E,
Croats Upbni o

bt bbbt T

FREHXCetharmet V13 x O ethe Pl VA2 2

CANCEL

Openblanage Network integration (NETARCE 173

Create Uplink Network Configuration

unTagged NI

B e WA TS i ULl (i o T Tl
SR WERANET I ST 10 B Etanded o B ki

5. User uplink creation successful; close the message.
Edit user uplink

1. Select the User Uplink, then click Edit Networks.

womnn

Uplink Betatts

2. Select the Untagged Network to edit, select the OMNI network, then click Update.
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Icpvnuamvumc«. Infegration (ATANCE 172.98.11 8344

Edit Uplink Metwarks

lebworrk- 1000 ik 1000) % | OMNIVVIGESYE it 75) x

3. Click Edit Ports.

Cppiome

senice natwce
@wosara

O FanscuRIa e Upans

se so oo op
.
&
;.5

Verify the uplink interfaces, make changes as necessary, then click Update.

!Wﬂ“a'\mkcmo-ln:mmm SATANCE 17218183443

Edit Uplink Interfaces

EOTHACZothamatVV & | GOTHICTethamatiiN0

B. Editing of uplink interfaces successful; close the message.

Delete user uplink

@l NOTE: You can only delete user-created uplinks. Default system uplinks cannot be deleted.

1. Select the uplink to delete, then click Delete.
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OpEMERIGE Ntk MGFANC INETAMCT 172,18, 1

Deiete User Uplink

olo deene

2. Click Delete.

L3 uplinks

L3 VLAN uplink
1. Click Create.

ec

2. Select L3 for the uplink port type, select L3 VLAN, enter the name for the uplink, and optional description, then click Next.

Create Uplink Uplink Detais
: Ll ot Ty
LTy
nae

Dascription

3. Select the Switch group (Leaf or Spine), select the rack to create the uplink on, select the interfaces, select LACP for the LAG
mode, then click Next.
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Create Uplink Part Configuration

4. Select UnTagged network, select the OMNI network, enter an optional description, select either eBGP or Static Route for the
routing protocol, enter the routing policy information, then click Finish.
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5. Aroute is created associated with the nodes that are configured in the port configuration

1 Uplink Detads

Create Uplink

2 Port Configuration

3 Metwork Configuration

MNetwork Configuration
Network Profile Information
Tagged @ UnTagged

Name L3VLAN

Vian 1

Description (optional)

Route Policy Information

Routing Protocol
Q e8GR Static Route

Policy Id 1
Peer Interface IP 3333
Address

Prafix 1
Length

IP Addresses
LAAR]

Policy Name VLANEBGF

Remote ASN 2

CANCEL BACK m

Create Uplink

L3 routed interface uplink

1.

52

Click Create.

Metwork Configuration

Hiatienek Brafite domation
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ec

2. Select L3 routed interface, enter the Uplink name, and optional description, then click Next.

Create Uplink Uplink Details

U Pt Ty
1 Uplnix Detads i

3. Select the Switch group (Leaf or Spine), the rack to create the uplink on, select the interfaces, then click Next.

Create Uplink Port Configuration
Swtchomm @ Leat
et B 10 B AR BB 344 DA TS0 DD DD e ed T
Craate Upiek on
= sorda

4. Enter the network profile information and routing policy information for the uplinks, then click Finish.
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Create Uplink

Metwork Configuration
Hipturk Brolie Indarmation

Hema  L3Poused

® Addrase

Coptienal)

Fenste Pelicy Infermation

Fouting Protoccl

© 897 () Stats: Bt

oy i

et betaelace ©
Adsress

B. L3 routed uplink creation success; close the message.

Network

This information describes how to configure networks, and routing configuration. You can configure three types of networks including
VXLAN networks (for L2 and L3 profiles), VLAN networks (for L2 and L3 profiles), and L3 routed interfaces (for L3 profiles only).

@l NOTE: Networks that are created by the OMNI user interface are considered Manual.

The OMNI vCenter PortGroup VLAN automation process does not add Manual networks to auto uplinks, and does not remove them
from SmartFabric. You should add Manual networks to uplinks using the OMNI portal if needed. The OMNI VLAN automation process
uses Manual networks for ServerInterfaces. We recommend not using the OMNI portal to create a network, if you are using those
VLANSs for the OMNI registered vCenter PortGroup. OMNI automation manages those VLANs/networks by itself. For complete
information, see OMNI vCenter integration.

VxLAN networks

Create VXLAN network

1.

54

Select Networks > VXLAN Networks, then click Create.
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{RiHeme [EsmartFabric nsta 22

Petwork

Sarvice Instance

B0s477.22

Vitual Ketwork Mame ¥ VELAN VM ¥ Meetwork Typs

the VXLAN VNI, enter a value between 1 and 4093 for the VLT VLAN ID, enter an optional description, then click Create.

Create Virtual Network

Virtaal Network Type Layer 2

Virtiaal Netwark Name fest

VaLAN VNI
VLT VLAN W

Description

3. Virtual network creation successful; close the message.

VxLAN network details

Verify Layer 2 is selected as the Virtual Network Type, enter the Virtual Network Name, enter a value between 1and 16777215 for

The VXLAN networks display a list of mapped VLANSs. Select a VxLAN network to view details pertaining to that specific network including

network ID, VLAN ID, and network name.
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Gireme E3marF e matance 009471 22
Summory  Topology®  Swilches  Server Ak St

* Service Instance

200847732 Betavdis B gt atizn

w WHLAN Networks.

O+ CREATE FrOiT X orLETE

wnlB20 Details
Vetusi etk Name ¥ VILAN YN ¥ Setwork Type Ciiirioion
0 wmEm 1620 Layor2 WELAN VNI ) VLTI VLAN IO w20
Hatwark Type Lager 2
700 16 Layor 3
VLANS mappad 1o ViLAN Networs
w23 123 Layer 2
oot 1eat Layer 2
C+crrate
wniooo 1000 Layor 2
s 165 Layer 3 ] v o SR — =
Choen_Control_vitusl_ 3939 Layer 2 > Metwork¥30 %20 Hatwark 1620
Foetwirs
3 netwerk B0 Wi natwork 120
o7z ” Layer 2
ntE1z 6 Layor 2
nig1s 1613 Layer 2 "
s et pe e B0 1210 0 8 Vil Nt
WEREE
3 VLAN Networks
3 Layer 3 Reetod Wtettaces
Edit VxLAN network
1. Select the Virtual Network Name, then click Edit.
{niHeme (E)smantFanne nstance 10,94 77.22
Sumeary  Tepclogy'  Switchws  Server o Upink  Netwerk
- Sarvice instance M
Soserra Metworks  Routing Configuration
= VALAN Networks
o+ CREATE JTOIT XRILETE wnl620 Details
e T M T o T [Ty Description
0w 20 e VLAN VNI 20 VLTIVLANID 620
Hetwark Type  Layer 2
oo 700 Layer 2
VLANs mapped to VaLAN Network
w23 3 Layer 2
w3001 1001 Layer 2
C +eneate JeoiT XOELETE
000 1060 Layer2
nies. s Layee3 Ntk PO TTT S e ——
Chent_Control_Virtusl, 3939 Layer 2 © > MNetwokl620 Notwork. 120
etaic
> ratwark 1630 netwerk %20
iz 7 Layer 2
itz w1z Layer 2
wnsE1s w3 Layes 2

Vit eetweris per page 80 1490 6f 26 irtual Retworks
ke [V jEasou
3 VLAMN Matworis

» Layer 3 Routed Intertaces.

2. Modify the Virtual Network Type, then click Edit.
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3. Modify the Prefix, Gateway IP Address, IP address, then click Edit.

4. Virtual network edits successful; close the message.

Delete VXLAN network

1. Select the Virtual Network Name, select the Network, then click Edit on the right.

Edit Virtual Metwork

Virtusl Matwsek Type
Virtus! Metwerk Narme

VELAN VI

VLT VLAM I

Dwscription

Edit Virtual Network

Wirtusl Network Type
Wirtusl Network Name

VELAN VNI

VLT VLAN i

Description

1P Address

Prefix

Gateway 1P Address

Helper Adcvesses
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{aprome Esmanfate

Hetwor
Sarvice instance
Sicosar722 [
..... =
VILAN Hetwerks
wn1&20 Details
- ViLaN v — —
1620 o VELAM VNI 18 VLTI VLAN 1D

ork Type

Ptk 10 v o ¥ etwerk

© o Networkmio %20 Network 1620

2. Click Delete to remove the network.

Delete Netwaork

3. Delete network success; close the message.
VLAN networks

Create network

1. Select Networks > VLAN Networks, then click Create.
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3.

Gaome Po——

Service Instance

00 947722

» Layer 3 Aouted nterface

v v | vLaNTye

I

Verify Layer 2 VLAN Network is selected as the Network Type, enter the Net

VLAN, enter an optional description, then click Create.

VLAN network created; close the message.

Edit network

1.

Select the Virtual Network Name, then click Edit.

work ID, Network Name, enter 1to 4093 for the

(Qyome Bl smariFsbr
Service Instance
Eoosarras Mt

3 VaLAN Natwerks

~ VLAN Networis

Ratwark D

0 v

..... o ¥ VAN TyRe

am Layer 2

Network

VLAN Network

Network Name
Description
VLANID
Natwork Type

- vlan27T

oS Priority

Verify the Network Name, make changes as necessary, then click Edit.
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3. Edit network success; close the message.
Delete network

1. Select the VLAN network to remove, then click Delete.

2. Click Delete again.
3. Network delete success; close the message.

L3 routed interfaces

This information explains how to create and delete Layer 3 routed interfaces.
Create network

1. Select Networks > Layer 3 Routed Interfaces, then click Create.

{yHiome ) Smartfnbec Instance ¥10.94.77.22

Service Instance

00947722

3 VLAN Networis

w Layer 3 Routed interfaces

Natwork D
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2. Enter the Network ID, Network Name, select the Prefix Length, select the IP Address, enter an optional description, then click
Create.

paniaunigs Katwork e

3. Network create successful; close the message.
Edit network
1. Select the Network ID, then click Edit.

Lyrome -1
{Rom =

[r—
Service instance

00947722

Routed Interface - test

[

2. Make changes as necessary, then click Edit.

3. Network edit success; close the message.
Delete network

1. Select the network to remove, then click Delete.
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Delete Network

2. Delete network success; close the message.

Routing configuration

This information describes static routes, and eBGP peer configuration.
@l NOTE: Creation of routes is only allowed in Uplinks or the Server Interface Profile.

Delete static route

1. Select the static route to delete, then click Delete.

Static Route - VLANSTATIC

e ! VLANSTATIC iz ' Fren

© warnpmecn

2. Click Delete Route.

Openhanage Network INbegration INSTARCE 1729618344

Delete Route Policy

3. Delete static route success; close the message.
Static route details

The static route details display a list of mapped routes. Select a static route to view details pertaining to that specific route including the
switch ID.
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{ryHome (E)smantFabric Instance 100.94.77.22

Service Instance

=R100.94.77.22 Routing Configuration

~ Stathc Routes

¥ Address ¥ Prefx T
ok = Prefix Length
[ - I AARE] 1

» @BGP Peer Configuration

Netwerk

Static Route - VLANSTATIC

( +ADD ROUTE TO SWITCH

Switch

Add route to switch

1. Select Routing Configuration > Static Routes, select a static route, then click Add Route to Switch.

OpenManage Network INegraton i TANCE

o
{yHome

 Biatic Boutes

Serace btaece

=]
foet Sloaedalcccc 05

PP e arp———

0 = !n‘- mwnn e LT

2. Select the switch to map to this route, then click Add.

Add Route to Switch

3. Route added to switch success; close the message.
Delete route from switch

1. Select the route to delete, then click Delete Route.
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Delete Route from Switch

2. Click Delete to remove the route from the switch.
3. Delete route policy successful; close the message.

Delete eBGP route
1. Select the eBGP route to delete, then click Delete.

OpenManage Network INbegration NSTANCE 172.18.11.63:44

Delete Route Policy

2. Delete route policy success; close the message.
eBGP peer details

The eBGP peer details display a list of mapped routes. Select an eBGP route to view details pertaining to that specific route including the
switch ID.

(ypiome

Service mstance =
Gwasina Networs Bioutieg Canfiguaton

= $0D Paer Combgration

#BGP Peer - LIRcutedeBGP

0 ‘rmFmecn

Add eBGP route to switch
1. Select an eBGP route, then click Add Route to Switch.

{ytiome

Service nviance e

Eoosrrn stwors Runsting Configurstion

©BGP Peer - LIRoutedeBGR

O el

64 OMNI SmartFabric management



2. Select the switch, then click Add.

Opnhanage Metwork INMQRation INSTANCE 17218 11.83:4

Add Route to Switch

3. Route switch add success; close the message.
Delete eBGP route from switch

1. Select an eBGP route, then click Delete Route.

Openianage Network INbegration  INSTANCE 172,56 108344

£ Hom
njtiome

Sarace btante

foet5Ioxetel cocc 0 > Static Boutes

 #BGS Prer Contguration

Rente Dateription

Switches using this routes.

2. Click Delete to remove the route from the switch.

OptnMansge Network Iegrabion iaTARCE 172.98.50 8344

Delete Route from Switch

3. Delete route success; close the message.

Host network inventory

This information describes how to view information about physical Dell EMC PowerSwitch infrastructure running SmartFabric OS10.
Host network inventory page

Select a host in vCenter, select the Monitor tab, then select OpenManage Network Integration (OMNI) in the monitor sidebar.
Refresh button

Click Refresh to update the host network inventory data and display updated contents.

Physical adapter table

Select a switch from the Host Network Inventory to view detailed information. The table is default-sorted by descending switch name to
group physical adapters belonging to the same switch.
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Physical adapter — physical network adapter name

Virtual switch — name of switch the physical adapter is connected to
MAC address — MAC address of the physical adapter

Physical switch — physical switch that is connected to the fabric

Physical switch interface — physical switch port this server network adapter is wired to

Logical switch

Displays information about the logical switch that is connected to the selected physical adapter.

Switch tab — includes name of switch, MTU in bytes of switch, physical adapters connected to the switch. and uplink ports on the

switch
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Port groups tab — includes the name of port groups, and VLAN IDs for each port group
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- VMs tab — includes the name of VMs of that host that is connected to a single virtual switch
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Physical switch

Displays information about the onboard interface. This information displays only when there is a physical connection between the VxRail
domains and OMNI.

- Onboard interface
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Admin Status — configured state of the physical interface
Interface Status — current operations state of the physical switch port
Auto Neg — negotiation status of the physical interface
Current Speed — current operational speed of the physical interface
MTU — maximum transmitting unit configured on the physical interface
Native VLAN — untagged default VLAN for the physical switch
Networks
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Network Name — name of the VLAN network
Network ID — unique identifier of the fabric network
VLAN — tagged VLAN of the switch port
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Network fabric management

This information explains common operations including upgrading of the SmartFabric solution including VxRail nodes, SmartFabric OS10,
SmartFabric vCenter appliance, and switch replacement.

Topics:

Upgrade OMNI appliance
Upgrade SmartFabric OS in switch
Replace switch in a fabric

Upgrade OMNI appliance

This information explains how to upgrade the OMNI appliance. You must be in the OMNI VM Console to use these steps. Once you
upgrade the appliance, you must then register the appliance with the vCenter Server.

®| NOTE: The OMNI appliance upgrade information only applies to the OMNI 1.2 patch installation.

1. Download the OMNI upgrade image from theDell EMC Support portal, then store the image on an SCP server.
2. Select 6. Upgrade Appliance.

The display lists all the applications which can be upgraded along with the old and new versions. Upgrading requires restarting the

services.
3. Enter the SCP server IP/hostname, username, and the path to the upgrade .zip file and password.

4. Verify all information, then enter Y to continue.
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Enter selection [0 - 10]: 7
2020-02-26 04:11:27 INFO [setup.sh] Getting the upgrade file
Remote SCP Server IP/Hostname:
Username: admin
Path to the upgrade zip file: /home/isengard/OMNI1230.zip
The authenticity of host ' ' can't be established.
ECDSA key fingerprint is
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added ' ' (ECDSA) to the list cof known hests.
's password:
10. zip 100% 10ME 30.9MB/s 00:00
INFO [setup.sh] File Successfully copied to /home/isengard/upgrade/upgrade.zip
INFO [setup.sh] Verifyi
Archive: /home/isengard/upgrade/upgrade.zip
inflating: /home/isengard/upgrade/setup.sh
inflating: /home/isengard/upgrad oxy.conf
inflating: /home/ ngard/upgrade/index.html
inflating: /home/isengard/upgra OMNI_UserGuide.pdf
extracting: _ngardfupgradafdelawareuslﬂ_zip
extracting: /home/isengard/upgrade/version.txt
inflating: fhomefisengard/upgradesuasswd_mgr_py
inflating: /home/isengard/upgrade/OMNI ReleaseMotes.pdf
extracting: /home/isengard/upgrade/sslworkspace.zip
extracting: /home isangard]upgradafrls.label
extracting: /home/isengard/upgrade/vecenterapp.zip
INFO [setup.sh] Nginx Proxy Conf will be upgraded
INFO [setup.sh] wXrail plugin file will be upgraded
INFO [setup.sh] OMNI Zero Touch application will be upgraded
INFO [setup.sh] setup File will be upgraded
INFQ [setup.sh] New User Guide will be updated
INFO [setup.sh] New Release Notes will be updated
INFO |[setup.sh] Current OMNI appliance version : 1.1.29
INFO [setup.sh] Current OMNI plugin version
INFO [setup.sh] New OMNI appliance version
INFO [setup.sh] New OMNI plugin wersion

Upgrade will restart the service if running. Proceed? [y]? I

5. Select 4. Register/Update OMNI vSphere client plugin with vCenter to register the plug-in.
6. Enter the FQDN to use for registration, then repeat the steps to update the plug-in with the vCenter Server.

Upgrade from OMNI 1.1 to OMNI 1.2

1. Unregister the OMNI 1.1 plug-in using the OMNI CLI option.
2. Shut down the OMNI 1.1 VM.
3. Deploy the OMNI 1.2 OVA, then register the OMNI plug-in with the vCenter (see OMNI vCenter client plug-in registration).
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4. (Optional) Delete the OMNI 1.1 VM, if needed.

Upgrade SmartFabric OS in switch

This information describes how to upload an image to upgrade the fabric. For information about changing the SmartFabric password,
upgrading the OS or replacing the switch, see Summary.

@l NOTE: Fabric upgrade must be performed during OMNI maintenance mode (see OMNI| maintenance mode).
Upload image

1. Select Service Instance > Summary > Fabric Actions > Upgrade OS.

2. Click Upload to upload the .bin file.

Upgrade fabric

1. Select the .bin image, then click Upgrade Fabric.

Network fabric management 71



Fabric Actions

@ Upgrace 05

triggered.

NOTE: Upgrade Fabric option upgrades all the switches in a network fabric. You cannot stop the upgrade after it is
2. Confirm the upgrade; click Upgrade.

NOTE: Maintenance mode is a precautionary step during the SmartFabric upgrade. If you continue, the upgrade
stops OMNI automatic VLAN configuration.

3. Fabric upgrade success; close the message. SmartFabric automatically reboots when the upgrade is complete.

Openilanasgs etwork Itegration (MATAWCE OMNA 702 M1 YXBRL 441

Fabiic Actions

0 Upgrade 05
Fabric 100 (LIFabic_Autolid) S Upgrade inprogress Jan 17, 2020, 100757 AM

@ NOTE: The system displays the status of the network fabric upgrade only during the upgrade, and the status
disappears from the screen after the upgrade is completed.

Delete image

1. Select the .bin image to delete.

72 Network fabric management



2. Click Delete Image, then click Delete.

Confirm Delete

DELETE

3. Once the image is deleted, a success message displays; close the window.

Replace switch in a fabric

You can replace an faulty OS10 switch in a SmartFabric environment.

Follow the below instructions to replace a switch:

1. Identify the OS10 switch to be replaced and label each of the cables with the port numbers before disconnecting the cables.
2. Take a backup of the following configurations from the old switch to configure the new switch with the same details:

Hostname

Management IP address

DNS and NTP IP addresses if configured

Spanning-tree mode

®| NOTE: In SmartFabric Services mode, RPVST+ is enabled by default on the uplink interfaces.

Other nonfabric commands

3. The new switch must have the same SmartFabric OS10 version as the existing switch. You can check the version using the following
command:

0S10# show version

4. Power off the existing switch to prevent data traffic loss in the cluster.
5. Remove the ICL and uplink connections from the existing switch, and connect to the new switch.

®| NOTE: Do not remove connections to VxRail nodes until the new switch is in SmartFabric Services mode.

®

NOTE: Ensure that the ICL ports are connected to the other leaf switch which is already in SmartFabric Service
mode.

Network fabric management 73



6. Enable SmartFabric Services on the new switch and define the ICL ports. You can use the smartfabric 13fabric enable
role command to enable SmartFabric Services. Example:

0S10# smartfabric 13fabric enable role LEAF vlti ethernet 1/1/29-1/1/30

For more information about enabling SmartFabric Services, see Dell EMC SmartFabric OS10 User Guide Release 10.5.0.
7. The new switch reboots and is placed in SmartFabric Services mode.

®| NOTE: During reboot, the configurations are synchronized in the new switch and it takes several minutes.
8. Connect VxRail server ports to the new switch one-by-one to bring up the switch ports and advertise LLDP.
9. Review the command outputs on both switches for same configurations. Use the following commands to validate the configurations:
0S10# show vlan
®| NOTE: The command displays if the switch is a primary or secondary peer.
0S10# show vlt 255

0S10# show 1lldp neighbor

10. After ensuring all the configurations are up and running, go to OMNI > Summary > Replace Switch to clean up the old switch and
complete the switch replacement workflow.

B
o

11. Select the switch to replace from the list, select the new switch, and click REPLACE. The system displays replace success message.
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OMNI support

This information describes how to access the OMNI support. Select Support to view the support options.

[ .

OMNI maintenance mode

Enable Maintenance Mode
@l NOTE: It is recommended to enable Maintenance Mode before upgrading the network fabric.

Enabling Maintenance Mode disables zero-touch automation for all SmartFabric instances. Enabling Maintenance Mode prevents OMNI
from configuring networks on SmartFabrics when there are changes in the vCenter port groups.

1. Click Support > Enable Maintenance Mode.

2. Click Enable Maintenance Mode to confirm.

Confirm OMNI Mantenance Maode *

3. Maintenance Mode enabled; close the message.

Disable Maintenance Mode

Disabling Maintenance Mode restarts zero-touch automation for all SmartFabric instances. OMNI begins to create networks on the
SmartFabric instances based on the port groups in the vCenter.

1. Click Support > Disable Maintenance Mode.
2. Click Disable Maintenance Mode to confirm.
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Confirm QMBI Maintenance Mode

3. Maintenance Mode disabled; close the message.

Support options are used for debugging. If there is an issue, you can download a support bundle containing all the logs that are found on
OMNI. You can also change the log-level of OMNI to collect logs of different types.

When OMN!I's log-level is set to ERROR only, error logs are recorded. When OMNI's log-level is set to DEBUG, error logs and logs with
additional information is recorded. The DEBUG level should only be selected while trying to diagnose an issue.

1. Click Download Support Bundle.

v

[ -

2. (Optional) Click Update OMNI Log To Debug to modify the log-level to Error.

sl P A PSR I FYLTAMCE 173 1

Gyrome

Sarvos Patanoe ey S

3. (Optional) Click Update OMNI Log To Error to modify the log-level to Debug.
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Plugin information links

You can view the User Guide, Release Notes, or end-user license agreement (EULA) to view or download.
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Troubleshooting

You can use the following information to troubleshoot the SmartFabric vCenter appliance connectivity, SmartFabric errors, and Ul
population errors.

SmartFabric appliance connectivity

Check the IP and DNS settings and connection status.

1. Select 2. Interface Configuration Menu.

2. Select 1. Show Interfaces (g to close view).

3. Select 2. Show Connection Status.
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4. lIssue a curl https request from the SmartFabric vCenter appliance console to the plug-in appliance IP configured on ens160.

SmartFabric error

Check ens192 has IPv6 link-local address that is enabled and is up.

®| NOTE: Multiple fabric or vCenter registrations are shown in Status SmartFabric Management Service.

1. Select 2. Status OMNI Managment Service.

All services must be active. If they are not all active, restart the service by selecting 4. Restart OMNI Management Service.
Confirm that the error is resolved.

2. Confirm the password that is supplied during registration is correct. If not correct, re-register the plug-in to update the SmartFabric
password on the appliance.

Configure NTP server

®

NOTE: If the NTP server is not configured, the SmartFabric vCenter appliance VM will not synchronize with the data
center.

1. Select 2. Interface Configuration Menu.

2. Select 5. Configure NTP Server, then enter the NTP Server IP/Hostname.
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NTP server status

1. Select 2. Interface Configuration Menu.

2. Select 4. Show NTP Status.

3. Enter the Validate NTP Server IP address/host name.

Ul is not populated
@

NOTE: If any IP address or SSL certificate changes on the SmartFabric VM, OMNI automation services can be restarted
by enabling Maintenance mode, then disabling Maintenance mode (see OMNI support).

Check the service status on the plug-in VM.

1. Select 4. Restart SmartFabric Management Service.

2. Select 2. Status SmartFabric Management Service 10 list the registered vCenter and SmartFabric OMNI the VM is managing.
Confirm that all services are active.

Create support bundle

®| NOTE: We recommend using OpenManage Network Integration > Home > Support > Update OMNI Log to Debug option.

1. Select 4. SmartFabric Management Service Menu.
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2. Select 5. Create Support Bundle to create a support bundle at /tmp/support-bundle.tar.gz on the SmartFabric OMNI VM.

3. From an external host, scp using admin to transfer the support bundle file out. SCP credentials for the SmartFabric appliance are the
same as the SmartFabric appliance console password. By default, the username and password is admin/admin.

®| NOTE: Recommendation is to set the log level change to DEBUG before creating the support bundle.

Change log level

®| NOTE: We recommend using OpenManage Network Integration > Home > Support > Update OMNI Log to Debug option.

1. Select 4. SmartFabric Management Service menu.
2. Select 6. Change Application Log Level to display the current log level and switch accordingly.

NOTE: By default, the SmartFabric appliance comes with a log-level of ERROR. The appliance log can be swapped
between ERROR to DEBUG, or the opposite way.

®

3. Stop if the log level is already on the wanted log level.

Reset SmartFabric VM password

1. Reboot the VM from vCenter, then select Advanced Options for Debian GNU/Linux.
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*Advanced opt s for Debian GNU/Linux

2. Use the arrow keys to go to the line starting with 1inux and ending with ro quiet.

3. Append init=bin/bash after ro quiet

4. Press Ctrl-X to boot into the shell with root access.
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5. Remount the / directory.

# mount / -re -o remount

6. Change the password for admin using passwd admin, then enter and confirm the new password.

i 0 remMount

1 admin

successfully

7. Reset the VM from vCenter. You could log in through the new password for the SmartFabric VM.

Missing networks on server interfaces

If OMNI fails to create and associate the appropriate network on a server interface during automation, OMNI automation services can be
restarted so that OMNI reconfigures the networks.

OMNI automation services can be restarted by enabling Maintenance mode, then disabling Maintenance mode (see OMNI support).

OMNI unable to resolve vCenter FQDN

A change in the DNS can cause an issue during FQDN resolution. Any change in DNS must be updated on the application through Option
2. Interface configuration Menu. You must then set the proper DNS for the interface. For complete information, see Network interface
profile configuration in OpenManage Network Integration.

Certificate not trusted error

If OMNI is having issues communicating with the vCenter due to SSL certificate errors, new SSL certificates must be installed.

1. Toinstall new SSL certificates, see OMNI vCenter client plugin-in registration in OpenManage Network Integration.
2. OMNI automation services can be restarted by enabling Maintenance mode, then disabling Maintenance mode (see OMNI support).
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