Data Migration from Dell PS Series or
PowerVault MD3 to Dell EMC SC Series
Storage using Thin Import

Abstract

The Thin Import feature of Dell™ Storage Center Operating
System offers solutions for data migration when replacing Dell
PS Series or Dell PowerVault™ MD3 arrays with Dell EMC™
SC Series arrays.
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Introduction

1 Introduction

This document provides an overview of the Dell EMC™ SC Series Thin Import feature, and introduces best
practice guidelines and additional guidance for migrating data from a Dell™ PS Series or PowerVault™ MD3
series array to an SC Series array. Thin Import functionality was included as part of the Dell Storage Center
Operating System (SCOS) 6.7 release and was enhanced to include VMware® support in SCOS 7.0. Support
for importing from a PowerVault MD3 array was added in SCOS 7.2.10.

The information contained within this document provides general recommendations. Configurations will vary
in customer environments due to individual circumstances, budget constraints, service-level agreements,
applicable industry-specific regulations, and other business needs.

1.1 Audience

This document is intended for storage administrators who need to migrate data from a PS Series or a
PowerVault MD3 array to an SC Series array. Readers should be familiar with SC Series arrays and either PS
Series or PowerVault MD3 arrays, as well as Microsoft® Windows Server® and VMware vSphere®.
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2 Overview and requirements

The Thin Import process allows copying data from an external device and placing it onto an SC Series array.
This process works at a block level and uses synchronous replication to import the data. When the source
LUN is thin provisioned, all blocks on the source LUN are read and then written to the target volume on the
SC Series arrays with the exception of zeroed blocks, which are not actually committed to disk. The result is a
thin-provisioned volume on the SC Series array. When the source LUN is provisioned thick, the resulting
volume on the SC Series array is also thick. More detailed information on both the online and offline import
process is covered in section 5.

Note: The Thin Import process does not support importing data from 4K sector volumes.

There are two methods for importing data from an external device: online and offline.

Online importing creates a destination volume, maps it to the server, and then migrates the data to the
destination volume. 1/O from the server continues to both the destination and source volumes during the
import. The online method can take longer than the offline method because 1/0 continues to the volume from
the server.

Note: Online import of a boot-from-SAN volume is not supported.

Offline importing migrates a volume from the source to the destination. It does not recreate the mapping on
the source volume.

Note: The Thin Import process is service-affecting in both offline and online mode. It is recommended to test
the Thin Import process in a non-production environment to establish an accurate timeframe of system
downtime. Both offline and online mode are discussed in detail in section 5.

Note: Importing from arrays other than PS Series or PowerVault MD3 storage must be performed by trained
professionals. Contact your sales representative to schedule an appointment with professional services.

2.1 Network requirements
Importing from a PS Series or an iSCSI-connected PowerVault MD3 array requires a high-bandwidth, low-
latency iSCSI network connection between the source array and the SC Series array. Both the source and
target arrays must reside in the same geographic location to minimize the risk of network latency.

Note: High latency or other network interruption during the import process will cause the data copy to fail and
restart from the beginning, regardless of the amount of data previously copied.

When importing from an iSCSI-connected PowerVault MD3 array, the MD3 must be connected to an
enterprise-class Ethernet switch. Using a low-cost switch could yield heavy Ethernet PAUSE frames, which
could result in an outage on the MD3 array.

2.1.1  Jumbo frames
The Thin Import process will work with SC Series, PS Series, and MD3 arrays configured to utilize Jumbo
frames. However, the source array, target SC Series array, and all network components (such as switches
and routers) must be set to the same maximum transmission unit (MTU) size.
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Note: Any discrepancies in MTU size will cause the Thin Import process to fail. It is recommended to set the
MTU size to 1500 bytes on the SC Series array.

For detailed information on setting the MTU size, see the following documents:

SC Series: Dell Storage Manager Administrator’s Guide, available on the Knowledge Center at the SC Series
customer portal (login required)

PS Series: Dell EquallLogic Group Administrator’s Guide, available on the PS Series support site (login
required).

MD3xxxi series: Documentation for the various MD3 series iSCSI arrays can be found on the Dell Product
support site.

2.2 SC Series storage requirements

Note: Using the Thin Import process to import from PS Series Windows volumes requires SCOS 6.7 or
higher. SCOS 7.0 or higher is required to import data from PS Series VMware volumes. SCOS 7.2.10 or
higher is required to import data from PowerVault MD3 series volumes.

2.2.1 Fault domains
Front-end ports are categorized into fault domains that identify allowed port movement when a controller or
port fails. Fault domains enable the controller to use all designated ports as needed for efficiency and
redundancy. All ports are primary and can read and write 1/O. If a port fails, any port within the fault domain
takes over for the failed port.

Note: Standard fault domains are required when using Thin Import. Virtual fault domains (available on some
SC Series arrays) are not supported for Thin Import.

A minimum of one iSCSI fault domain on the SC Series array is required to use the Thin Import process to
import data from a PS Series or an iSCSI-connected MD3 Series array. It is highly recommended that the PS
Series or MD3 Series array be on the same subnet as the SC Series array. If using the same subnet is not
possible, the iISCSI fault domain on the SC Series array must be properly routed to the subnet where the PS
Series or MD3 array resides.

A minimum of one Fibre Channel (FC) fault domain is required to use the Thin Import process to import data
from an FC-connected MD3 array. Host bus adapters (HBAs) on the MD3 and SC Series arrays must be
zoned to allow communication between the two arrays.

Note: The zone must include both MD3 controllers and the physical (not virtual) Fibre Channel ports on the
SC Series array in order to access volumes on each controller.

For detailed information on virtual port mode, refer to the Dell Storage Center SCv2000 and SCv2020 Storage
System Deployment Guide on Dell.com/Support.
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2.3 MD3 array requirements

To import data from an MD3 array, the SCOS version must be 7.2 or higher. Supported MD3 models and
firmware requirements are detailed in the following table:

Model Minimum firmware version

MD32xxi 08.20.21.61

MD36xxi 08.20.21.61

MD36xxf 08.20.21.61

MD38xxi 08.25.09.61

MD38xxf 08.25.09.61

Note: When importing from MD3 iSCSI arrays to SC Series arrays, optimal import performance is achieved
when the MTU size is set to 1472 on the SC Series array.

When importing from an FC-connected MD3 array, the physical ports on the SC Series array must be zoned
to both controllers of the MD3 array. This is due to the fact that the MD3 array will only present the SC Series
array with volumes that are active on the mapped controller.

Only one remote connection per fault domain can be made to an iISCSI-connected MD3 array from an SC
Series. Unlike Fibre Channel MD3 arrays, iISCSI-connected MD3 arrays present all virtual disks over a single
connection, regardless of active controller.

Before importing data from MD3 volumes, all I/O on the volumes must be stopped and any reservations
(server mappings) on the volume should be removed.

2.4 PS Series array requirements

Note: To import data from a PS Series array, the PS Series firmware must be version 6.6 or higher. It is
highly recommended that the PS Series array is upgraded to version 9.0 or higher before importing VMware
volumes.

Before importing data from PS Series volumes, all I/O on the volumes must be stopped and any SCSI
reservations (server mappings) on the volume should be removed.

In addition to the requirements in sections 2.1 and 2.2, perform the steps in sections 2.4.1-3.3 on the PS
Series array before attempting to run the Thin Import process.

2.4.1  Configure iSCSI discovery

Note: This section only applies to PS Series arrays that have Virtual Disk Service (VDS) or Volume Shadow
Copy Service (VSS) access enabled.

When enabled, VDS/VSS access on the PS Series group creates a virtual iISCSI target that allows Windows
Server hosts to connect with and copy data to the array. VDS/VSS access is secured using a local CHAP
user on the array and requires authentication from the Dell Auto-Snapshot Manager installed on the host.
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By default, iISCSI initiators that use discovery try to log in to group targets protected by CHAP, even if they do
not have the correct access credentials. In the case of Thin Import, when a remote connection is created from
an SC Series to a PS Series array, the SC Series initiators automatically discover and try to connect to the
VDS/VSS target on the PS Series array. Authentication to the VDS/VSS target will fail, causing all other
connections to the array to drop and reconnect. If an import is taking place during a reconnect, the process
will fail.

By enabling the iSCSI discovery filter, SC Series initiators will discover only those targets (volumes) for which
they have been granted access, and will not try to authenticate to the VDS/VSS target.

To enable the iSCSI discover filter on the PS Series array, perform the following steps:

1. Logintothe EqualLogic Group Manager using group administrator credentials. In the group
subtree, click Group Configuration.

Equallogic Group Manager

=i Group %" Group Configuration

&8 Group TSEQLGROUPD1

“3glGroup Configuration Summary General EELIIIEE M cations m

== Borrowed Space General Settings
=@ storage Pooks Group name . . ... TSEQLGROUPH

General Settings

[~ = Members IP address........ 10.10.81.10
*Group name: TSEQLGROUPD1
Access
]—NED access enabled Group IP address: 10.10.81.10
Telnet access ... .enabled Management IP address: 172.18.27.20
SE8H access ... enabled
ldle timeout ....... dizabled

Location: default
Session banner. . .disabled

Email Notifications Description:
Email alerts ... .... dizabled
Email home ....... dizabled

2. Click the iSCSI tab.

' Group Configuration
summaw .l.'i "il: i.lia 1 ii“ Lo i. 'ail I'-‘-: Lo 'ii ||5'C5| I

General Settings

iSC 8l Authentication

Group name ...... TSEQLGROUPD
IP address........ 10.10.81.10 - A L

address Initiator authentication Target authentication
Access _
Web access. . enabled User name: pZRBZHHHpRPRPRE L|_|
Telnet access ... enabled Enable local authentication and check local first Password: HxX2Zh28HB8xharK |:|_|
S5H access.. ... enabled

idle timeout . ... ... dizabled RADIUS settings... Meodify...

Session banner. . . disabled

Email Notifications : :
Email alerts ... ... disabled iSCSl Discovery

Email home ....... dizabled
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3. Inthe iSCSI Discovery section, click to enable the filter, Prevent unauthorized hosts from

discovering targets.

006

iSCSI Authentication

Initiator authentication Target authentication

User nams: pZRBZHHHpRPRPRE2

Enable local authentication and check local first Password: HxX2Zh28HB8xharX

RADIUS settings...

iS8C 8l Discovery

iISNS servers (in order of preference)

4. Click the Save icon.

Sy

Filter

Prevent unautherized hosts from discovering targets

When selected, initiators can only discover targets for which they have authorization.

Logged in 9v4

006

iSCSI Authentication

Initiator authentication Target authentication

User name: pZRBZHHHpRPRPRE

Enable local authentication and check local first Password: HxX2Zh28HBSxh&rX

RADIUS settings...

9

7 7
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3 Preparing PS Series volumes for import

This section details how to create a remote connection from the SC Series array to an iSCSI-connected PS
Series array.

3.1 Configuring volume access

SC Series arrays are granted access to the PS Series volumes by specifying permission to one or more of the
following endpoints: IP addresses of SC Series iSCSI initiators, or SC Series iSCSI initiator (IQN) names.

Note: SC Series access to PS Series volumes using CHAP authentication is not supported.

3.1.1  Apply permissions to PS Series volumes
Permissions are applied to PS Series volumes using the following three methods:

Basic access point: A specific endpoint connects to a specific volume. Basic access points cannot be
shared or reassigned to other volumes.

Access policy: One or more endpoints are associated to any number of available volumes. The access
policy is created independent of any specific volume association, and is then associated with the desired
volumes as a separate operation.

Access policy group: Individual access policies are combined together so that they can be managed as a
single entity.

Note: Use an access policy to manage SC Series access to PS Series volumes. Use an access policy group
to apply the SC Series access policy to volumes that are already associated with an existing access policy.

For detailed information on volume access control, refer to the Dell EquallLogic Group Administrator’s Guide,
located on the PS Series support site.

Perform the following steps to obtain the names and IP addresses of the SC Series iSCSI initiators:

1. Open the Dell Storage Client and click Log in to a Storage Center or Data Collector.

Dell Storage Client

‘ersion 2015 R2

Display Language English v

Available Client Actions
’ Discover and ynfigure Uninitialized SCv2

Discover and configure uninitialized SCv2000 Series Storage Centers on this subnet Layer 2 multicast must be
allowed on the network

#p Log in to a Storage Center or Data tor
Manitor, manage, and analyze a Storage Center or an Enterprise Manager Data Collector

W Configure this hostto access a Storage Center
Configure this hostto access storage on a Storage Center. This creates a server object representing this host on
the Storage Center and applies best practices to this host for performing 10. Requires a valid Storage Center login.
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Note: The Dell Storage Client can connect to a Dell Storage Manager Data Collector or connect directly to an
SC Series array. The instructions in this section focus only on connecting directly to an SC Series array.

2. Login to the Dell Storage Client with administrative credentials.

3. Open the Storage tab and navigate to Fault Domains > iSCSI. Select the iSCSI fault domain that will
be used for the import process.

Note: On systems with more than one iSCSI fault domain, select a fault domain that is configured on the
same network as the PS Series array.

|88 Dell Storage Client [172.16.2.125]

Refresh | Edt User Seftings | Help | Support | About

TRl Hardware @ Charting @ Alerts @ Logs @

He s & {SCSI Domain 1 [i5! Show | & Edit Settings | 5P Create VLAN Copy ™ Configure NAT Port Forwarding &3 Configure CHAP| J&¥ Create Remote Connection
B8 scas

i3 Volumes, Index 5 MTU 9000 (Jumbo)

i Transport Type iscsl

- Fault Domains i5CSITransport Hode  Virual Port Fault Domain Type Physical

i G-/ Fibre Channel VLAND Untagged

S iscsl Target IPv4 Address 10.10.25.10 Class of Service Priority 0

. B Eeseman | Gettway Pvt Address 0000

- Subnet Mask 25525500

@ Storage Types 5CS1 Name ian.2002-03.com. compellent 5000¢31000ed2338
& e A
: Port List
] Storage Profies !
Physical Ports
Name TargetCount Initiator Count  Both Count Controller Status St SbtPort IPv4Address SubnetMask  Gateway Pvd Address ISCS1 Name
8 10102511 0 0 0 &3 SHeT0T up 4 110002501 25525500 0.0.0.0 ian.2002-03.com. compellent:5000d31000d2338
1 10102512 0 0 0 &3 SHeoTeT Buw 4 2 10102542 25525500 0000 ian.2002-03.com. compellent:5000¢31000ed2337
8 10102513 0 0 0 &3 SHe0T08 up 4 110102513 25525500 0.0.0.0 ian.2002-03.com. compellent:5000431000d2335
™ 10102514 0 0 0 &) SHe0T08 Buw 4 2 10102514 25525500 0000 ian.2002-03.com. compellent:5000¢31000ed2335

4. Inthe iSCSI fault domain area, locate and record the IP addresses or iSCSI names of all listed
physical ports.

Note: Be sure to use the physical port IP addresses or iISCSI hames, as using the virtual port information will
not allow the import process.

&, Dell Storage Client [172.16.2.125]

Refresh | Edit User Settings | Help | Support | About

SISl Hardware @ Charting @ Alerts @ Logs @

He s & iSCSI Domain 1 [ Show | & Edit Settings| 5P Create VLAN Copy™3 Configure NAT Port Forwarding &3 Configure CHAP | J&# Create Remote Connection
=-& sc2s
8 volumes. Index 5 WTU 9000 (Jumbo)
£ Servers Transport Type isCsl
Faut Domains iSCSITransport Mode  Virtual Port Faut Domain Type Physical
i Fibre Channel VLAND Untagged
P E iscsl Target Pv4 Address 10.10.25.10 Class of Service Priority 0
51 SeSiDoman | O%ttway PréAddress  0.0.00
523 Disks Subnet Mask 255.255.0.0
@ Storags Types ISCSI Name ian.2002-03.com.compellent: 5000d31000d2339
[ Replay Profiles
B Port List
[ it - |
Physical Ports
HName Target Count Inttiator Count Both Count Controlier Status Slot Siot Port  IPv4 Address  Subnet Mask  Gateway IPv4 Address] ISCSIName:
p 10102511 o o 0 <) SN 60707 UD 4 1 10.1025.11 255.255.00 0000 iqn.2002-03.com.compelient: 5000d31000ed2338
J® 10102512 0 0 0 &3 sneoToT up 4 2 10102512  255.25500  0.0.0.0 iqn.2002-03. com.compellent: 5000031002337
p 10102513 o o 0 <, SNB0T08 Up 4 1 10.10.25.13 255.255.00 0.0.00 ign.2002-03.com.compelient:5000d31000ed2336
]9 10102514 0 0 0 &3 SNe0T08 up 4 2 10.10.25.14  255.25500  0.0.0.0 iqn.2002-03. com.compellent: 5000d310002d2335
< >
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Perform the following steps to create and apply a PS Series access policy.

Note: An access policy created to allow SC Series arrays access to PS Series volumes can be used
simultaneously with other access policies already in place. Refer to section 3.3 for more details.

1. Log intothe EqualLogic Group Manager with group administrator credentials.
2. Click Volumes to display the volumes subtree.

i
1

-
§ Volumes

%" Group TSEQLGROUPO1

5 |Group TSEQLGROUPD1

o[ Volumes Activities Group Information

Volume Collections

(8 Custom Snapshot Collections = Group TSEQLG... - General settings Volumes Snapshots  Collections

Getting Started Group name. . . TSEQLGROUPO Tutgl ............... 5 Tutgl ..... 10 Volume culledluqs ............ 0

Create volume P add.ress....10.10.81.10 Online . ...... -1 Online ...0 Snapshot culledluns.... ....... 0
Create account Location ...... default Inuse .............. 1 Inuse....0 Custom snapshot collections. . .0
Create storage pool iSCS| connections. . .2

Replication
Configure partner Group Disk Space

Administration
Group configuration Group space by use - ] Borrowed and oversubscribed space
Group monitoring Total borrowed space ...............

Storage pools Total....viiiiiiienann 24278 Oversubscribed group space
Members B Volume reserve...... 403.81 GB (16.3%)

Volumes B Snapshot rezerve. .. .403.81 GB (16.3%)
Replication Replication reserve. . .0 MB (0%)
Collections I Delegated. ........... 0 MB (0%)
Tags B Storage containers.. .0 MB (0%}

HAS W Free................. 163 TB (67.4%)
Discover NAS devices

v

Storage Pools and Group Members

Total 1 group member in 1 storage pool

Storage pool default
= K TSEQLMEMO1
Capacity 2.42 TB (67.4% free)

=
= Group

Gvowes | |

£ 15 Replication

3. Expand the Volumes subtree and select a volume to modify.
4. In the Activities menu, click Add access policy.

Group TSEQLGROUPO
58 Vounes Activities @ e ——————— ————————

B EQL-10GB-Test
8 EQL25GBClone B volume EQL1...

General Volume Information

B EoL-25GB-Voume Volume . . o
B EQL-500GB-Volume Modify zettings Status............. @ online  General settings Tags Replication.
N Modify tags iSCSlaccess ... .. no access Volume name .. EQL-10GB-Test  No tags assigned SyncRep ...
£ MEMO1-VOL-5 . )
@ B TSEQLMEMD1-VOL-S00GB Clone Accesstype........ read-write Reported size... 10 GB

4 Volume Collections

Set offline i3CSl connections. . .0 Sector size .. ... 512 bytes
L]% Custom Snapshot Collections —_

Set access tvpe
Delete volume

Convert to template Volume and Snapshot Space
Move volume
Folder Storage pool default
Move to folder
Access I\;o'“;m;space 10 GB
g eported size .. ........
Free 1.011
Thin provisioning ....... enabled
H FrTEE— TP warning mode. .. .. .. none 10%
Manage access policies Volume regerve . ..... .. 1.01 GB (10.1%})
Snapshots Snapshot space
e g oo
Create snapshot Space recovery........ delete oldest snapshot
Restore volume Mumber of snapshots. . .2
Delete snapshots Members............... TSEQLMEMO1
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5. Inthe Add Access Policies window, click New.

Dell EqualLogic Group Manager et

Add Access Policies - Volume "EQL-10GB-Test"

Access policies: (0 of 4 & e

Mame 2. Dezcription

Applies to:

6. Assign a name to the policy and click New to add an access point.

Dell Equallegic Group Manager *

New Access Policy

* Mame:

CML-IQN-Access

Description:

Access points: (0 of 15

CHAP account ISCSlinitiator IP addresses

&

[ on[1cancet] [psew]

The new extended access point window is displayed.

At this point, the SC Series array can be granted access by using the iSCSI initiator name or the IP address.

Note: The access method used to grant SC Series permission to PS Series volumes is a matter of personal
preference. The Thin Import process works the same using either access method.
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3.1.2 Grant access using iISCSI initiator name
Perform the following steps to allow SC Series storage access using the iSCSI initiator name:

1. Inthe New Extended Access Point window, enter the SC Series iSCSI Initiator Name and click

OK.
Dell EquallLogic Group Manager x>
Description:

You must supply at least one of the following:

CHAP Account Mame:

ISCSl Initiator Name:
ign. 2002-03. com.compellent: 5000d31000ed2335

P Addresses: (0 of 15
~| @ Add

b4

e

(o] [cancer] [_uete.|

2. Inthe New Access Policy window, click New.

Dell EqualLegic Group Manager x
New Access Policy
* Name:

CHML-IGN-Access

Description:

Access points: (1 of 16

CHAP account iISCSlinitiator IP addresses
ign.2002-03.com.compellent:5000d31000ed2335 & Modi
2: Delete

[ ox_| [cancer [t |
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3. Enter an additional SC Series iSCSI initiator name and click OK.

Dell EqualLogic Group Manager X
New Extended Access Point
Description;
Dell EqualLogic Group Manager ®
“ou must supply at least one of the following: _
New Access Policy
CHAP Account Name:

* Name:

iSCSl Inttiator Name: CML-IQN-Access

ign.2002-03.com.compellent; 5000d31000ed2335

Description:
P Addresses: ([ of 16
4| g Add
@ Access points: (2 of 16
= CHAP account iSCSI initiator IP addreszes & News
W —.
>/\< ign.2002-03.com.compellent:5000d31000ed2335 B Modify

ign.2002-03.com.compelient:5000d31000ed2336 € Delete

-

[ o] [(cancer] e |

s

4. Repeat this process until all SC Series iSCSI initiator names are entered.

Dell EqualLegic Group Manager >

New Access Policy

* Mame:
CML-IQN-ACcess

Description:

Access points: (4 of 15

CHAP account iISCSlinitiator IP addresses w:i:' Hew
ign.2002-03.com.compellent. 5000d31000ed2335 E| Modify
ign.2002-03.com.compellent. 5000d31000ed2336 :;:: Delete

ign.2002-03. com.compellent: 5000d31000ed2337
ign.2002-03.com.compellent: 5000d31000ed2338

[Cox. [cancet] [t

5. When finished, click OK.
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6. Click OK again to apply the new access policy to the volume.

Dell Equallogic Group Manager

Add Access Policies - Volume "EQL-10GB-Test"

Access policies: (1 of 4

MName
EE cML-IoN-Access

Applies to:
:O: “olumes and =napshots
:: Yolumes only

p

'\_} Snapshots only

ot

@ new [ modify $€ Delete

2. Description

[ OK ”Canoel

[

7. The newly applied access policy is displayed in the Access Control List.

grpadmin

0060060

E gl Sreperio™ Repicafion™ Caisctions ™ “Shedules ™ “Connectons™ gy

Access Control List

i5CSlaccess. .. .. restricted
Accesstype .. .. read-write
Multiple access. .. not shared

No access policy groups .d) Add

Access policies (1)
_—

) Add

Policy
=EE CMLIQN-Access

CHAP account

iSCS| initiator

ign.2002-03.com.compellent: 5000d31000ed2335
ign.2002-03.com.compellent:5000d31000ed2335
ign.2002-03.com.compellent 5000d31000ed2337
ign.2002-03.com.compellent:5000d31000ed2338

< |P addresses

Applies to
Volumes and gnapshots

?

Remove

No basic access points .\:4) New
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3.1.3  Grant access using iISCSI initiator IP address
Perform the following steps to allow SC Series storage access using the iISCSI initiator IP address:

1. Inthe New Extended Access Point window, click Add.

Dell Equallogic Group Manager X
New Extended Access Point
Description:

“Y'ou must supply at least one of the following:

CHAP Account Mame:
iZCSl Initiator Mame:

P Addresses: (0 of 16

P
.

2. Enter an SC Series array iSCSI initiator IP address.

Dell Equallogic Group Manager x
New Extended Access Point
Description:

fou must supply at least one of the following:

CHAP Account Mame:;

iZCSl Initiator Name:

IP Addresses: (1 of 15
10.10.25.1| &

&
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3. Click any area within the window to activate the menu options.

Dell EqualLogic Group Manager x

New Extended Access Point

Description:

“ou must supply at least one of the following:

CHAP Account Mame:
ISCSI Initiator Name:

IP Addresses. (1 of 15
10.10.25.11 « | @ Add

[ Modify
32 Delste

-

[Cox_| [cancer] [t |

4. Click Add and enter another SC Series iSCSI initiator IP address.

Dell EqualLogic Group Manager >
New Extended Access Point
Description:

“ou must supply at least one of the following:

CHAP Account Mame:

iSCSl Initiator Name:

IP Addresses: (2 of 15

10.10.25.11 | & agd
10.10.25.12 [&] Modify
2{ Delete

-

(“ox_| [cancet [t |
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5. Repeat this process until all SC Series iSCSI initiator IP addresses are entered.

Dell EqualLegic Group Manager x

New Extended Access Point

Dezcription:

“ou must supply at least one of the following:

CHAP Account Mame:
iSCSl Inttiator Name:

IP Addresses: (£ of 16

10.10.25.11 «| @ add
10.10.25.12 [ Modify
10.10.25.13 $2 Delete
10.10.25.14

-

[ ox_ [cancet] [_tew |

6. Click OK to close the New Extended Access Point window.
7. Inthe New Access Policy window, verify the correct IP addresses are listed and click OK.

Dell Equallogic Group Manager

x
New Access Policy
* Mame:
CMLHP-Access
Description:
Access points: (1 of 15
CHAP account iSCSlintiator IP addrezses x:!!:' Mewd
10.10.25.11 [ Modify
10.10.25.12
10.10.25.13 2% Delete
10.10.25.14

(" ox_| [cances [_ete |
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8. Click OK to apply the new access policy to the volume.

Dell Equallegic Group Manager >

Add Access Policies - Volume "EQL-10GB-Test"

Access policies: (1 of £ ..g} New @ Modify 2{ Delete
Name 2. Description
EE CML-IP-Access

Applies to:
\O, Volumes and snapshots
) Wolumes only

#

\: Snapshots only

(o] [cancer [_tew |

9. The newly applied access policy is displayed in the Access Control List.

ot 0060006

Access Control List

?

i5CSlaccess. ... . restricted
Access type ... read-write
Multiple access. . .not ghared

No access policy groups ..g) Add

Access licies (1):
Policy 2. CHAP account iSCSlinitiator P addresses Applies to
EIE CHL-IP-Access Wolumes and snapshots e

------ i 10.10.25.11, 10.10.25.12, 10.10.25.13, 10.10.25.14

No basic access points ..g) New

3.2 Applying access policies to multiple volumes

The access policy created in section 3.1 must be applied to all PS Series volumes that will be used during the
Thin Import process. In environments where one or more access policies are already applied to a volume, an

access policy group can be used to easily apply existing policies, as well as the new SC Series access policy,
simultaneously.

20 Data Migration from Dell PS Series or PowerVault MD3 to Dell EMC SC Series Storage using Thin Import | 3041-BP-EM  DEALEMC



21

Preparing PS Series volumes for import

Apply access policy to multiple volumes
To apply the SC Series access policy to multiple volumes, perform the following steps:

1. In EqualLogic Group Manager, click Group to display the group subtree.

Group

8 [aroup TSEQLGROUPO1
‘Y4 Group Configuration
@ Borrowed Space
@ storage Pools
= Hembers

- TSEQLMEMO1

E Volumes

{5 4 Replication

Activities
= Group TSEQLG... 2

Getting Started
Create volume
Create account
Create storage pool

Replication
Confiqure pariner

Administration
Group eonfiguration
Group menitoring
Storage pools
Members
Volumes
Replication
Collections
Tags

HAS
Discover NAS devices

Group Information ?
General settings Volumes Snapshots  Collections
Group name. . TSEQLGROUPO1 Total ...............5 Total.....10  Volume collections ............0
IP address .. 10.10.81.10 Online 5 Onine .0  Snapshot collections 0
Location default In use 1 Inuse...0  Customsnapshot collections...0
iSCS! connections. .2
Group Disk Space ?
Group space by use - Borrowed and oversubscribed space
Total borrowed space ...............0 MB
Total..........o.ooe 24278 Oversubscrioed group space ........0 M8
B Volume reserve 403.81 GB (16.3%)
B Snapshot reserve ....403.81 GB (16.3%)
Replication reserve. .0 MB (0%)
[ Delegated 0 MB (0%}
B Storage containers. .0 MB (0%)
W oFree................ 1.63TB (67.4%)
Storage Pools and Group Members ?
Total 1 group member in 1 storage pool i7)

Storage pool default
Capacity 242 TB (67.4% free)

TSEQLMEMO1

2. Select Group Configuration and click the Access Policies tab.

@ TSECQLGROUPOT PS5 Group Manager

- Group Ma

rrowed space

® storage Pools

=0 embers
.= TSEQLMEMO1

Group Configuration

Access

Web access

Summary

General Settings
Group name ..
IP address

.. TSEQLGROUPO1
10.10.81.10

...... enabled

Telnet access ... enabled

Access Policies

?

No access policy groups u) New

S5H access. ... ..
Idle timeout .. ... .. i
Session banner. . disabled
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3. To apply a single access policy to multiple volumes, in the Targets area, select the policy, and click
Add. Any volumes for which the policy is currently applied are displayed in the Targets window.

%" Group Configuration 9 . Q @ O . 0

Summary
General Settings .
Group name TSEQLGROUPMM RS FRTEES
IP add 10.10.81.10
address No access policy groups J New
Access
Web access enabled
Telnet access enabled
S8H access enabled
ldle timeout disabled
Session banner. . disabled

Email Notifications

? Targets ?
Policy "CML-IQN-Access”
.3) Add }X Remove
Target Applies 10
@ EQL-10GB-Test Wolumes and snapshots -

.3) Mew B Modify x Delete

iSCS| initigtor IP addresses.

Email alerts disabled

Email home disabled

Event Logs

Syslog disabled

ISCSI Authentication

RADIUS disabled

Local CHAP enabled Access policies (2):

SHMP Settings Policy <. CHAP account
I SNMP access enabled E CML-ION-Access

SNMP traps disabled - E SQL-Access-Policy

VDSIVSS

Access no access

4. Inthe Pick Volumes window, select the volumes the policy will be applied to and click OK.

Dell Equallogic Group Manager

*

Pick-Volumes - Access Policy "CML-IQN-Access"

Volumes:
MName
B EQL-25GB-Clone
B EQL-25GB-Volume
[C] @ EaL-500GB-Volume
[C] B TSEQLMEMO1-VOL-500GB

. Description

Applies to:

:0: Volumes and snapshots
Wolumes onty

':::' Snapshots onby

=]
=

| (cancet | [_se |
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3.2.2

The newly selected volumes appear in the Targets area.

006000

Access Policies

No access policy groups \5} New

?

Targets

Policy "CML-IQN-Access”

Target
8 EQL-10GB-Test

\3') Add }X Remove

Applies to
Volumes and snapshots

@ EQL-25GB-Volume Volumes and snapshots

8 EcL-25GB-Clone

Volumes and snapshots

?

-

Apply access policy to volumes with existing access policies
Apply the SC Series access policy to volumes with existing access policies using an access policy group.

Note: Multiple access policies can be applied to a volume without the use of an access policy group. For ease
of administration, an access policy group allows multiple access policies to be managed as a single entity.

1. Inthe Access Policies area, click New to create a new access policy group.

roup TSEQLGROUPO
Group Configuration

Borrowed Space
® storage Pools
=0 Members

i...c=m TSEQLMEMOA

»" Group Configuration

i

Summary

General Settings

Group name . ..... TSEQLGROUPO1

IP address........ 10.10.81.10
Access

Web access. ... enabled
Telnet access ... enabled
S5H access. ... .. enabled
Idle timeout . ... disabled

Session banner. . disabled

Email Notifications

Email alerts ... ... disabled
Email home ....... disabled
Event Logs

Syslog ........... disabled
iSCSI Authentication
RADIS ... .. ... disabled
Local CHAP ...... enabled

SHMP Settings

SHMP access ... enabled

SNMPtraps....... disabled
VDS/VSS
Access ... no access

Access Policies

No access policy groups \5) New

Access policies (2):

Policy <. CHAP account

B CMLIQN-Access
BB SaL-Access-Policy

iISCSl initiator

T ————e b

VDS l

@ New [ Modify 3% Delete

IP addresses
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2. Assign a Name to the new access policy group and click Add.

New Access Policy Group

* Hame:

CHL-Policy-Group

Description:

Access policies: (0 of 64
Name Description & Add

%

[ ox_| [cancer [t |

3. Select the access policies to add to the group and click OK.

Add Access Policies

Access policies: (2 of 64 &) Mew E’ Modify 2% Delete
Name . Description

EE* CML-ION-Access

EE 50| _access-Policy

(o] [cancet| [t |
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4. Verify the policies added to the group and click OK.

New Access Policy Group

* Name:

CHL-Policy-Group

Description:

Access policies: (2 of 64

Name Description &) Add
EE soL-Access-Policy ] Wodify

EF cML-ION-Access &% Remove

(L ow| [cancet] [Lsew]

5. The new access policy group is listed.

%" Group Configuration
fumrig, S SN E— L R E—

General Settings

Group name .. .... TSEQLGROUPOM Access Policies ?
P address........ 10.10.81.10 .
Access policy groups [1): & New |of Modify 3% Delete
f:rccess Policy k. CHAP account ISCSl initiator IP addreszes
Web access...... enabled e _
Telnet access .. enabled CML-Policy-Group
55H access ... ... enabled
idle timeout . ... ... dizabled

Session banner. . disabled

Email Notifications
Email alerts . ... ... dizabled
Email home . ...... disabled
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3.2.3  Apply access policy to an existing access policy group
Apply the SC Series access policy to an existing access policy group with the following steps.

1. Select the existing access policy group and click Modify.

O N— L E—

Access Policies ?
Access policy groups (1): @ New || Modify |3E Delete
Policy £ CHAP account iSCSlinitiator IP addresses

Existing-Policy-Group

2. In the Modify Access Policy Group window, click Add.

Modify Access Policy Group

* Name:
Existing-Policy-Group|

Description:

Access policies: (1 of 64

Name Description @ Add

B soL-Access-Policy | Modify
o€ Remove

(L ox_| [cancet] [Luee]

3. Select the SC Series access policy and click OK.

Add Access Policies - Access policy group "Existing-Policy-Group"

Access policies: (1 of 83 .\f}} New E| Modify S,‘Z Delete
Name £ Description
EE ClIL-ION-Access

[ox_| [cances | [_ee.|
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4. Verify the access policies in the group and click OK.

Modify Access Policy Group

* Mame:
Existing-Policy-Group

Description:

Access policies: (2 of 64

MName

Description & Add
EF soL-access-Policy ] Modify
EE cMLaN-Access %% Remove

(L ox_| [cancer [Leie. |

The SC Series access policy is automatically applied to all volumes that are part of the existing access policy
group.

3.2.4  Apply access policy group to multiple volumes
Perform the following steps to apply an access policy group to multiple volumes:

1. Inthe Targets area, select the access policy group and click Add.

©00 000 6

Access Policies

7 Targets 2
Access policy groups [1): @ New [of Modify 3% Delete Policy group "CML-Pelicy-Group”
. -
Policy 2. CHAP account ISCS initiator IP addresses @ Agd |32
= [ CML-Policy-Group Target Applies to

2. Inthe Pick Volumes window, select the volumes the group will be applied to and click OK.

Pick Volumes - Access Policy Group "CML-Policy-Group"”

Volumes:
Name
B EQL-10GB-Test
B EQL-25GB-Clone
# EQL-25GB-Volume
[] 8 ecL-5006B-Volume
[C] @ TSEQLMEM01-VOL-500GB

< Description

Applies to:
:0\ Volumes and snapshots
) Volumes only

() snapshots only

[ox_|[cancer] et |
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3. The newly selected volumes now appear in the Targets area.

0060060

Access Policies

Access policy groups (1)

Policy

- cML-Policy-Group

. CHAP account

7 Targets ?
\_3) New EI Modgif x Delete Policy group "CML-Policy-Group”
CS! initiator P addresses D Agd X Remove
Target Applies to
8 EQL-25GB-Volume Volumes and snapshots -
[H EQL-106B-Test  Volumes and snapshots -
8 EQL-25GB-Clone  Velumes and snapshots -

3.3 Allow simultaneous ISCSI connections to volumes

By default, PS Series volumes allow access to a single iSCSI initiator. When connected to a PS Series array,
each individual SC Series iISCSI network connection is treated as a separate initiator. In order for all available
paths from the SC Series array to connect to the PS Series volume, the volume must be configured to allow

simultaneous connections from multiple initiators.

Note: Repeat the following steps for each PS Series volume that will be imported to the SC Series array.

1. Loginto EqualLogic Group Manager using group administrator credentials.
2. Click Volumes.

§ Volumes

38 [Group TSEQLGROUPD1
=8 Voumes
EQL-1T8-Volume
EQL-200GB-Volume
B £al-50068-Volume
TSEQLMEMO1-VOL-500GB
Volume Collections
1 custom Snapshot Callections

Group TSEQLGROUPO01

Activities
5 Group TSEQLG... 2
Getting Started

Create volume

Create account

Create storage pool
Replication

Configure pariner
Administration

grpadmin

00060

Group Information

General settings Volumes Snapshots  Collections

Group name. . TSEQLGROUPO1 Total ............... 4 Total......8  Volume collections ............0
IP address 10.10.81.10 Online 4 Onling. ] Snapshot collections ]
Location defaut Inuse 4  nuse.. .0 Customsnapshot collections . 0

iSCSI connections. . .13

Group Disk Space

Group c [ Group space by use - Borrowed and oversubscribed space
Group monitorin Total borrowed space 17347 GB
Slorane pools R T 24278

Members
Volumes
Replication
Collections
Tags
NAS
Discover NAS devices

Oversubscribed group space .0 MB
B Volume reserve. .. . 43192 GB (15.4%)

B Snapshot reserve. ... 481.92 GB (19.4%)
Replication reserve. .. 0 M8 (0%)

W Delegated........... 0 MB (0%)
M Storage containers 0 MB (0%)
W Free 1,48 TB (61.2%)

Storage Peols and Group Members.

Total 1 group member in 1 storage pool

Storage pool default
" TSEQLMEMO1
Capacity 242 TB (§1.2% free)

3. Inthe Volumes subtree, select a volume to modify.
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4. In the Activities menu, select Set access type.

EquallL

E Volumes %" Volume EQL-1TE-Volume

3 Group TSEQLGROUPD1

&8 Voumes Activities Lol Access | Snapshots | Replication  Collections | Schedules

& B EaL1TB-Volume 8 Vvolume EQL-1 e
-8 EQL-200GB-Volume =

General Volume Information

- EQL-S00GBE-Volume Volume . .
-l TSEQLMEMO1-VOL-500GE Modify settings Status............. @ online General settings Tags
@ Vol Collecti Modify tags iSCSlaccess ... unrestricted Volume name .. EQL-1TB-Volume No tags assigned
[,@ CD lee SD = I:DZSC lecti Clone Accesstype. ... ... read-write Reported size.. .1 TB
ustom =napshot Lollectons Set offline iISCSI| connections. . 4 Sector size ... .. 512 bytes

Set access tvpe

Convert to template Volume and Snapshot Space
Move volume

5. Inthe Set access type window > Shared access area, select the option to Allow simultaneous
connections from initiators with different IQNs.

Set access type H

Set access type - volume EQL-1TB-Volume

Read-write permission

:0: Set read-write :: Set read-only

Shared access

Wllow simultaneous connections from initiators with different IQNs|

Allow only if your environment can safety handle multiple initiaters accessing the target.

(o [concer] [Ltem |

6. Click OK.

3.4 Establishing an SC Series remote iSCSI connection to a PS Series
array

1. Open the Dell Storage Client and click Log in to a Storage Center or Data Collector.

Available Client Actions
® Discover and Configure Uninitialized SCv2000 Senes Storage Centers

Discover and configure uninitialized SCv2000 Series Storage Centers on this subnet Layer 2 multicast must be
allowed on the network

“.‘*%Hf‘ 3 Storage Center or Data

Monitor, manage, and analyze a Storage Center or an Enterprise Manager Data Collector

onfigure tis hostt 3CCesS 3 Storage emear
Configure this hostto access storage on a Storage Center. This creates a server object representing this host on
the Storage Center and applies best practices 1o this host for performing 10. Requires a valid Storage Center login
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Note: The Dell Storage Client can connect to a Dell Storage Manager Data Collector or connect directly to SC
Series storage. Both options are supported with the Thin Import process. The instructions in this section focus
only on connecting directly to SC Series storage. Using Thin Import with PS Series volumes requires Dell
Storage Client/Dell Storage Manager Data Collector version 2015 R2 or later.

2. Log in to the Dell Storage Client using administrative credentials.
3. Click the Storage tab and navigate to Fault Domains >iSCSI.
4. Select the iISCSI fault domain to be used for the import process.

Note: On systems with more than one iSCSI fault domain, select a fault domain that is configured on the
same network as the PS Series array.

fll Hardware @ Charting @ Alerts @ Logs @

WHe s & iISCSI Domain 1 i Show o Edit Settings| 5 Create VLAN Copy™3§ Configure NAT Port Forwarding &
=53 5C25
+-ligl Velumes Index 5 WTU 9000 (Jumba)
s e Servers Transport Type iSCSI — . S
t I
= @ Faul Domains i5CSI Transport Mode  Virtual Port auk bomam Type ysica
VILAN ID Untagged
+ Fibre Channel
o &S Target Pvd Address 10.10.25.10 Class of Service Priority 0
& 5051 Domain 1 Gateway IPv4 Address  10.20.25.1

et Es Subnet Mask 255.255.0.0
. @ Storage Types LS Name ign.2002-03.com.compelient S000431000ed2339
+ -5 Replay Profiles .

5. Right-click the iSCSI fault domain and select Create Remote Connection.

Refresh|Edt Us

Storage 7 EgEQ-VENE Q Charting @ Aerts @ Logs 7]

H * * = |SCS| D(]mgin 1 % Show| g} Edit Seftings 5’ Create VLAN Cnpyﬁ Configure NAT Port Forwarding & Configure CHAP
=-5 5025
+-ligl Volumes indax 5 MTU 9000 (Jumba)
+ g Servers Transport Type iscsi _
= @ Faul Domains i5CSI Transport Mode  Virtusl Port Faull Domein Type Physical
VLAN ID Untagged
+ Figra Channal
- sest Target Pvd Address 10.10.25.10 Class of Service Priority 0
& I5CS1 Domain 1 Gateway Pv4 Address  10.20.25.1

* -'\l-\' Disks T | Show ¥
+-@ Storage Types com.compellent SO00d31000ed2339

& | Create VLAN Copy
- _ .
® | Configure NAT Port Forwarding | ™ hetor Count  Both Count Controller Status  Slot  ShtPort  [Pvd Addre
o fi HAP
— B [ 0 0 & SN eoTOT up 4 1 10.10.25.11
I B¥  Create Remote Connection I 0 0 0 23 SN BOTOT Up 4 2 10.10.25.12
T 10.1025.15 0 0 0 & SN 60708 B 4 1 10.10.25.13
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6. Inthe Configure iSCSI Connection window, enter the group IP address of the PS Series array and
set the iISCSI network type to Gigabit or greater. Click Finish.

(& Configure iSCSI Connection -

Remote [Pv4 Address 10.10.81.10

lscsi Network Type Gigabit or greater

7. Once the connection has been established, on the displayed confirmation window, click OK.
8. The remote connection to the PS Series array is displayed in a new tab. Volumes available for import
are listed with a status of Up.

Refresh|E

He» . . -
& (SCSI Domain 1 [ show & Edit Settings| 5 Create VLAN Copy =& Configure NAT Port Forwarding £ Configure CHAP| J8¥ Create Remote Connection
=- &4 sC28
&g Volumes Index 5 WTU 9000 (Jumbo)
E W Servers Transport Type isCsl . .
= Fault Domains ISCSI Transport Mode  Virtual Port Fautt Domain Type Physical
. [~ Fibre Channel WLAN D Untagged
=5 isCS1 Target IPv4 Address 10.10.25.10 Class of Service Priority 0
_.[@8 BCSIDomain{ | Gateway IPvd Address  10.20.25.1
#-85 Disks Subnet Mask 255.255.0.0
+ External Devices iSCSI Name ign.2002-03.com.compellent:5000d31000ed2339%
+- @ Storage Types
+-[[# Replay Profiles Remote Connections
Target IPv4 Address Status ISCSI Name Port Data Digest Enabled  Header Diges
=-10.10.81.10 Discovery 3260 False Falze
10108110 Up ign.2001-05.com.equallogic:0-1cb196-8b07dd64c-The004db3a055a54-eq-500gb-volume 3260 False Falze
-10.10.81.10  Up ign.2001-05.com.equallogic:0-1cb196-0ca7ddb4c-aB6004db3a755a56-eqH1tb-volume 3280 False False
-10.10.81.10 Up ign.2001-05.com.equallogic:0-1cb196-0f47dd64c-355004db3aa55a56-eq-200gb-volume 3260 False False
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4 Preparing MD3 volumes for import

This section details how to create a remote connection from the SC Series array to an iSCSI-connected or
FC-connected MD3 array.

4.1 Configuring iISCSI volume access
In order to present volumes to the SC Series array, a server host object needs to be created on the MD3
array. The server host object is mapped to the SC Series array by using the SC Series iSCSI initiatiors. To
create a server host object on the MD3 array, perform the following tasks:

1. Connect to the MD3 array using the PowerVault Modular Disk Storage Manager client.
2. Under Discovered Storage Arrays, right-click the array to manage and select Manage Storage
Array.

Edit View Teols Help

= Baum2 Name Type Status
= [ (¥ Discovered Storage Arrays (4) MD3200i 4 optimal
kd Storage Array MD3820f
[ storage Array MD3820i

[ storage Array MD3600f

"V Storage Array ML ory
Manage Storage Array I

Blink Storage Array

Execute Script...
Load Sterage Array Cenfiguration...
Upgrade RAID Controller Module Firmware...

Refresh

a. When the Array Management window appears, click the Host Mappings tab.
b. Right-click the array, and select Define > Host.

MD3200i W optimal

Summary Performance Storage & Copy Services UGS dLETILGEY Hardware  Setup

Find objectin free & | |Defined Mappings
Virtual Disk Mame Accessibl

BE v Storage Array MD3200i
i Undefined Mappings

% Default Group Manage Host Port [dentifiers...
- View Unassociated Host Port [dentifiers

Define H Host Group...
Host.., ||
Storage Partition...

----- B8 Unassociated Host P

Blink 4
Premium Features...
Replication L4

Manage Copies...

Security »
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3. Inthe Specify Host Name window, enter the name of the SC Series array. Select No to use storage
partitions. Click Next.

This wizard will help you define the hosts that will access the virtual disks in this storage array. You will define one host at a time.

Defining a host is one of the steps required to let the storage array know which hosts are attached to it and to allow access to the virtual
disks.

What preparation tasks are reguirad?

Host name (30 characters maximum):
5C284

Why would vou use storage paditions?

Question:
Do you plan to use storage partitions on this storage array?

) Yes

® Ng

Mote: The wizard needs to know if you plan to use storage partitions so it can provide the proper steps to define the host. You can
always go back and re-define the host if you change your answer.

4. Verify that Add by selecting a known unassociated host port identifier is selected. Select an SC
Series IQN from the drop-down list.

5. Assign a user label and click Add.
6. Repeat this process for all listed SC Series IQNs. When complete, click Next.

The host communicates with the storage array through its host bus adapters (HBAs) orits iSCS| initiators where each physical port has a

unigue host portidentifier. In this step, select or create an identifier, give it an alias or user label, then add it to the list to be associated with
host SC284.

How do | match a host port identifier to 8 host?

Choose a method for adding a host port identifier to a host:

® Add by selecting a known unassociated host port identifier

Known unassociated host port identifier:

- There are no known unassociated host port identifiers - v

() Add by creating a new host port identifier

Mew host port identifier (max 223 characters):

Uger Label (30 characters maximum).

Host port identifiers to be associated with the host:

Host Port Identifier Alias /User Label
iqn.2002-03.com.compellent:5000d31000011¢c50 5C284_FD1_IQN1
iqn.2002-03.com.compellent:5000d31000011¢c51 5C284_FD1_lQNZ

= Back || Mext = || Cancel || Help |
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c. Inthe Host type drop-down menu, select Windows.

Note: Selecting a host type other than Windows will cause imports from the MD3 array to fail.

In this step, you must indicate the host type (operating system) of the host. This information will be used to determine how a request will be
handled by the storage array when the host reads and writes data to the virtual disks.

Note: For some host types, there may be several choices provided in the list.

Host type (operating system):

d. Click Next.
e. Click Finish to create the host.

4.2 Configuring Fibre Channel volume access

In order for the MD3 array to present volumes to the SC Series array, a server host object representing the
SC Series array needs to be created on the MD3 array. The MD3 server host object is mapped to the SC
Series array using the World Wide Names (WWNSs) of the Fibre Channel HBAs in the SC Series array. To
obtain the WWNs associated with the SC Series array, perform the following steps:

1. Open the Dell Storage Client and click Log in to a Storage Center or Data Collector.

DELLEVMIC  Storage Manager Client
Wersion 2016 R3.10

Display Language |English =

Awailable Client Actions

® Discover and Configure Uninitialized Storage Centers
Discover and configura uninitialized Storage Centers on this subnet. Layer 2 multicast must be allowed on the
network.

® Loginto a Storage Center or Data Collector
Monitor, manage, and analyze a Storage Center, a Storage Manager Data Collector ora PS Group.

® Configure this hostto access a Storage Center
Configure this hostto access storage on a Storage Center. This creates a server object representing this host on
the Storage Center and applies best practices to this host for performing 0. Requires a valid Storage Center login.

Note: The Dell Storage Client can connect to a Dell Storage Manager Data Collector or connect directly to SC
Series storage. Both options are supported with the Thin Import process. The instructions in this section focus
only on connecting directly to SC Series storage. Using Thin Import with MD3 volumes requires client version
2016 R3.10 or later.

2. Log in to the Dell Storage Client using administrative credentials.
3. Click the Storage tab and navigate to Fault Domains > Fibre Channel.
4. Expand the Fibre Channel folder and select a fault domain.
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5. The WWNs used for that fault domain are listed under Physical Ports.

Note: On SC Series arrays with more than one fault domain, record the Physical Port WWNSs for each fault
domain zoned to the MD3 Series array.

He»

EI---,<__1 Storage Center 284

[ Volumes

-l Servers

£} @@ Fault Domains
=8 Fibre Channel

i-is Disks

++-|__| External Devices
i@ Storage Types
}-F@ Snapshot Profiles
}-[ﬁ Storage Profiles

i IO o s O e O |

& Domain 2

Index

Transport Type

Fibre Channel Transport Mode
W Copy to clipboard

2

Fibre Channel

Wirtual Port

Physical Ports
Name

= spoopz1000011C05

™ =pooD31000011C1D

Controller
) SN 284
-} SN 285

Status

(v |
&

Connected
es
Yes

6. Open the PowerVault Modular Disk Storage Manager (Array Management window) and connect to

the MD3 array.

7. Click the Host Mappings tab.

8. Right-click the array, and select Define > Host.

mp3zsoor W optimal

Storage Array Storage Host Mappings Hardware Monitor Upgrade Help

Summary Performance Storage & Copy Services QUE@NEWGILE] Hardware  Setup

Find objectin tree

o || Defined Mappings

Disk Mame

. | virtual
=8 v Storage Array MD3600F
: | Define

i Undefined Mappings

% Default Group

- Unassociated Host P

Manage Host Port Identifiers...

View Unasseciated Host Port [dentifiers

Blink

Accessible By

Host Grou
Host...

torage Partition...

B
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9. Inthe Specify Host Name window, enter the name of the SC Series array. Select No to use storage
partitions. Click Next.

This wizard will help you define the hosts that will access the virtual disks in this storage array. You will define one host at a time.

Defining a hostis one of the steps required to let the storage array know which hosts are attached to it and to allow access to the virtual
disks.

What preparation tasks are required?

Host name (20 characters maximum):
SC284

Why would you use storage paditions?

Question:
Do you plan to use storage partitions on this storage array?

Mote: The wizard needs to know if you plan to use storage partitions so it can provide the proper steps to define the host. You can
always go back and re-defing the host if you change your answer.

10. Verify that Add by selecting a known unassociated host port identifier is selected. Select an SC
Series WWN from the drop-down list.

11. Assign a user label and click Add.

12. Repeat this process for all listed SC WWNs. When complete, click Next.

The host communicates with the storage array through its host bus adapters (HBAs) orits iSCS| initiators where each physical port has a
unigue host port identifier. In this step, select or create an identifier, give it an alias or user label, then add itto the list to be associated with
host SC284.

How do | match a host port identifier to 2 host?

Choose a method for adding a host port identifier to a host:

® Add by selecting a known unassociated host port identifier

Known unassociated host port identifier:
- There are no known unassociated host port identifiers - W

(0 Add by creating a new host port identifier

MNew host port identifier (16 characters required):

Aliag (30 characters maximum);

Add ¥ Remove &

Host port identifiers to be associated with the host:

Host Port Identifier Alias / User Label

50:00:d3:10:00:01:1c:05 5C284_FD2_WWHN1 ~
50:00:d3:10:00:01:1c:1d 5C284_FD2_WWM2

50:00:d3:10:00:01:1¢c:06 S5C284 FD5 WWMN1 hd

= Back || Mext = || Cancel || Help |
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a. Inthe Host type drop-down, select Windows.

Note: Selecting a host type other than Windows will cause imports from the MD3 array to fail.

& MD3600f - Specify Host Type (Define Host) -

In this step, you must indicate the hosttype (operating system) of the host. This information will be used to determine how a request will be
handled by the storage array when the host reads and writes data to the virtual disks.

Mote: For some hostiypes, there may be several choices provided in the list.

Host type (operating system):

H
i

b. Click Next.
c. Click Finish to create the host.

4.3 Mapping MD3 volumes to an SC Series array

Prior to importing MD3 volumes to an SC Series array, the volume(s) to import must be mapped to the SC
Series server host object that was created on the MD3 array previously.

Changing the mapping of volumes in an MD3 array is covered in the online and offline importing steps in
section 7 or 8.2.

4.4 Establishing an SC Series remote iSCSI connection to an MD3 array

1. Open the Dell Storage Client and click Log in to a Storage Center or Data Collector.

Available Client Actions

wp Discover and Configure Uninitialized Storage Centers
Discover and configure uninitialized Storage Centers on this subnet. Layer 2 multicast must be allowed on the
netwark.

B Loginto a Storage Center or Data Gollector
Monitor, manage, and analyze a Storage Center, a Storage Manager Data Collector ora PS Group.

Configure this hostto access a Storage Center
Configure this hostto access storage on a Storage Center. This creates a server object representing this host on
the Storage Center and applies hest practices to this host for performing 10, Requires a valid Storage Center login.

Note: The Dell Storage Client can connect to a Dell Storage Manager Data Collector or connect directly to SC
Series storage. Both options are supported with the Thin Import process. The instructions in this section focus
only on connecting directly to SC Series storage. Using Thin Import with MD3 volumes requires client version
2016 R3.10 or later.

2. Log in to the Dell Storage Client using administrative credentials.
3. Click the Storage tab and navigate to Fault Domains > iSCSI.
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4. Select the iISCSI fault domain to be used for the import process.

Note: On systems with more than one iSCSI fault domain, select a fault domain that is configured on the

same network as the MD3 array.

E Dell Storage Manager Client [172.20.33.84]

DELLEMC STORAGE CENTER

Ennzal 7} Storage |7

Hardware Q Charting @ Alerts Q Logs @

[E1-[~| Fibre Channel WVLAN IO

Target IPvd Address 1020032101 Class of Service Priority
Gateway IPvd Address  10.20.321 ) Copy to clipboard
Subnet Mask 255.255.255.0

ISCEl MName ign.2002-03 com.compellent: 5000431000011253

He & Domain 0 [E=! Shuw| & Edit Seﬁingsl EP Create VLAN Copy ®3& Configure
(=2 Storage Center 284
k- Volumes Index 0 MTU 1472
B wig Servers Transport Type iSCSI —— ohveical
@ Fault Domains iSCSI Transport Mode  Virtual Port ault tomain Type ysica
- Untagged

0

SRR Physical Ports
B[] Assigned Hame Controllier Status Slot  SitPort Target Count  Intiator Count
& Storage Types
i[5 Snapshot Profiles [ 5000D31000011C50 5 SN 284 Up 2 1 0 0
- [F] Storage Profiles ™ S000031000011C51 <05 SN 285 Up z 1 0 0
5. Right-click the iSCSI fault domain and select Create Remote Connection.
6. Inthe Configure iSCSI Connection window, enter the iSCSI IP address of the first MD3 array
controller (controller 0) and set the iISCSI network type to Gigabit or greater. Click Finish.
E Configure i5C5] Connection [Sterage Center 284] >
Remote IPvd4 Address 10.20.34.85
iSCSI Network Type Gigabit or greater o
¥ Cancel
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7. Once the connection has been established, on the displayed confirmation window, click OK.
8. The remote connection to the MD3 array is displayed in the Remote Connections tab.

E Dell Storage Manager Client [172.20.33.84]

DELLEMC STORAGE CENTER

Storage 7 Mkl RENC (7] Charting @ Aerts @ Logs (7]

Hes & Domain 0 =) Shuw| o Edit Settings| E Create WLAN Copy ™4 Configure NAT Part
=22 Storage Center 284
- Volumes Index 0 NTU 1472
By Servers Transport Type isCsl ) _
=@ Fault Domains I5CSI Transport Mods  Virtual Port Fautt Domain Type Fysical
= Fibre Channel VLAN D Untagged
=0 Domain 2 Target IPv4 Address 102032101 Clazs of Service Priority 0
=0 Domain 5 Gateway |Pv4 Address  10.20.321 * Copy to clipboard
iISCSI Subnet Mask 2552552550
=" Domain 0 iSCS| Name ign.2002-03.com.compellent:5000431000011 253
=0 Domain 1
_ il Domain 4 IP Address Status I5CSI Name
h¢% Disks
[ Assigned =+10.20.34.85 Discovery
EZI--'@I Storage Types i 10.20.34.85 Up ign.1984-05.com.del:powervault. md3200i.6732bcb0005801330000000058d33d49
w5 Snapshot Profiles
-] storage Profiles

9. The SC Series array is now remotely connected to the MD3 array.
10. Right-click the fault domain that was used to create the connection to the MD3 array, and select
Rediscover iSCSI Remote Connections.

Note: When importing from an FC-connected MD3 array, step 10 is not required. Volumes that were mapped
to the SC Series server host object on the MD3 array will automatically appear in the External Devices
subtree.

11. Any volumes that were mapped to the SC Series host object on the MD3 array will now appear under
the External Devices subtree.

4.5 Establishing an SC Series remote Fibre Channel connection to an
MD3 array

Note: The physical Fibre Channel ports on the SC Series array should be zoned to both controllers of the
MD3 array. If the SC Series array is only zoned to one of MD3 controllers, only those volumes owned by that
controller will be visible to the SC Series array. Volumes on the other MD3 controller will not be visible to the
SC Series array.

Effectively, when the SC Series and MD3 arrays are zoned together, a remote connection has already been
established between the two arrays.
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Offline and online mode explained

As mentioned in section 2, both offline and online modes of the import process affect service. If possible, it is
recommended to test the Thin Import process in a hon-production environment to establish an accurate
outage timeframe.

Note: Total time required for the import process can vary greatly depending on the array configuration,
available bandwidth, and amount of data transferred.

Offline mode requires both the source and destination volumes to be offline for the duration of the process.
Applications that require these volumes will incur an outage during this time. With ESXi datastores, this
means virtual machines will be unavailable for the duration of the process and can be re-added to the
inventory upon completion.

Online mode requires a temporary outage. Total outage time includes the time needed to complete the
following manual processes:

1. Shut down and remove from inventory all virtual machines on the datastore to be imported (VMware
only).

2. Unmount datastore to be imported (VMware only).

Halt I/0 and remove the server access policy on the PS Series volume, or remove the MD3 volume

from the existing host.

Apply an access policy to allow the SC Series storage access to the volumes (PS Series only).

Map the volume to the SC Series host object (MD3 only).

Start the Thin Import wizard.

Run a rescan on the server to recognize the SC Series volume.

Bring the SC Series volume online.

Re-add virtual machines to inventory and power on (VMware only).

w

© o N O

Note: Manual processes in online mode are detailed in a later section.

In some cases, the total outage time for online mode can be less than established application timeout values,
resulting in no service loss.

Note: In both offline and online modes, high latency or any network interruption during the import process will
cause the data copy to fail and restart from the beginning regardless of the amount of data previously copied.

Note: While the import is in process, the host server could see increased I/O latency to the volume being
imported. During an online Thin Import, read and write I/O received from the server are sent from the SC
Series array to the PS Series or MD3 array to be processed. Read I/O is sent to the PS Series or MD3
volume so that reads to data not yet imported to the SC Series volume can be read successfully. Write 1/0 is
written to the PS Series or MD3 volumes and the SC Series volumes to keep data consistent until the import
finishes successfully. The added traffic between the SC Series array and the PS Series array during the
online import could add noticeable latency to server I/O.
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6

Importing PS Series Windows Server volumes

Prior to starting the online or offline import process from a PS Series array, the target server must be iSCSI
mapped to the SC Series array. For information on mapping a server to an SC Series array, refer to the Dell
Storage Manager Administrator’s Guide, available on the Knowledge Center at the SC Series customer

portal.

Note: Although mapping the target server to the SC Series arrays is not required prior to offline importing, it is
recommended.

Perform the following steps to import data from a PS Series volume to an SC Series array:

1. Stop any I/O and remove the server connection to the PS Series volume.

Note: The PS Series volume must be unmapped from the server before the online import process starts.
Failure to do so can result in data corruption.

Data Migration from Dell PS Series or PowerVault MD3 to Dell EMC SC Series Storage using Thin Import | 3041-BP-EM

To remove the server connection in Windows Server 2012 R2:

a. To open Disk Management, click Start > Run > diskmgmt.msc.
b. Right-click the PS Series volume and select Offline.

= Disk Management -0 -

File Action View Help

&2 HE B E

Volume | Layout | Type File System | Status | Capacity | Free Spa... | % Free
[=R{w)| Simple Basic MNTF5 Healthy (B... 13578 GB 94.52GEB T0%
% 23GB Demo Volu..  Simple Basic MNTFS Healthy (P... 24.88 GB 529 GB 21%
—w System Reserved Simple Basic NTFS Healthy (5. 350 MB 72 MB 21 %

4Disk 0 ! |

Basic System Reserved )
135:1?— GB 330 MB NTFS 135.78 GB NTFS
Online Healthy (System, Active, Primary Partit | | Healthy (Boot, Page File, Crash Dump, Primary Partition)

CilDisk 1 |

Basic 25GB Demo Volume (D:)
24,88 GB 24.88 GB NTFS
COnline Healthy (Primary Partition)

MNew Spanned Volume...

Mew Striped Volume...

cD-RO

DVD (Z:) Mew Mirrored Velume...
Mew RAID-5 Volume...

Mo Media
Convert to Dynamic Disk...
Convert to MER. Disk

B Unalloc; Properties

Help

DEALEMC
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c. The volume is taken offline.

= Disk Management = || = -

File Action View Help

o = H= ek

Volume | Layout | Type File System | Status | Capacity | Free Spa... | % Free
o () Simple Basic MNTFS Healthy (B... 13578 GB M.52GE  T0%
a System Reserved Simple Basic MNTFS Healthy (5., 350ME 72ME 21%

i Disk 0 e

Basic System Reserved C)
135-_12 GB 330 MB NTFS 135.78 GB NTFs
Online Healthy (System, Active, Primary Partit || Healthy (Boot, Page File, Crash Dump, Primary Partiticn)

@ Disk 1 ]
Basic

24.88 GB 24,88 GB

Offline i

d. Open the iSCSI initiator from the Windows control panel.
e. Click the Targets tab and locate the iSCSI target name of the PS Series volume that needs to be
disconnected.

iSCSI Initiator Properties -
| RADIUS | Configuration | =+ Dell EqualLogic MPIO
Targets | Discovery | Favorite Targets | Volumes and Devices

Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: | | | Quick Connect...

Mame Status

ign. 2001-05.com. equallogic:0-1ch 196-73d7dd64c-35f00...  Inactive
ign. 2001-05, com, equallogic:0- 1cb 196-92f7dde4c-6ea0l. ..  Connected
ign. 2001-05.com.equallogic:0- 1cb 196-bba7ddé4c-fb200...  Inactive
ign. 2001-05.com. equallogic: 4-52aed6-7ag6d51b2-4680...  Connected
ign. 2001-05.com. equallogic: 4-52aede-fcgeds 1b2-f4200...  Inactive

Discovered targets

ign. 2002-03.com.compellent: 5000d 3 1000ed233b Connected
ign. 2002-03. com. compellent: 5000d 3 1000ed233¢ Connected
ign. 2002-03.com.compellent: 5000d31000ed 233d Connected
ign. 2002-03,com, compellent: 5000d31000ed233e Connected
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Note: To locate the PS Series iSCSI target name of the volume in EqualLogic Group Manager, click the
Volumes menu, select the volume in the Volumes tree, and select the Connections tab. The iSCSI volume
name is listed under Volume iSCSI Settings as the iSCSI target.

%" Volume EQL-25GB-Volume @ @ 0 @

Ej Volumes Activities Status Access Snapshots Replication Collections Schedules Connections I

‘B EQL-10GB-Test
- - - .

‘@ EaL-25GB-Clone 6 volume EQL-2... Volume iSCSI Settings

‘B EQL-25GE-Volume Volume
8 EQL-500GB-Volume Modify settings I iSCSltarget: iqn.2001—05.cnm.equallngic:0—1cb196—92de640—5&5DDMMTSSSDH—EqI—ZDgh—VDIumeI

B TSEQLMEMO1-VOL-500GE Modify tags Public alias: EQL-25GB-Volume
. Clone
Volume Collections ——

q% Costoms. hot Colleci Set offline

.. ustom Snapshot Collections
Set access tvpe i i
Setaccess type iSC Sl Connections

Delete volume

Convertio template Total SCSI connections: 1
Move volume

il
1

E Vvolumes

g Group TSEQLGROUPDM
=18

—= - —
Folder Intiator address Connection time

Move to folder 10.10.81.71 14 min

f. Select the volume and click Disconnect.

ISCSI Initiator Properties -
| RADIUS I Configuration I E Dell EqualLogic MPIO
Targets | Discovery I Favorite Targets I Volumes and Devices

Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DS name of the target and then dick Quick Connect.

Target: | Quick Connect. ..
Discovered targets
MName Status

ign. 2001-05.com.equallogic:0-1cb 196-73d 7dd64c-35f00...  Inactive

ign. 2001-05. com.equallogic:0-1ch 196-92f7dd64c-6eal00. ..

ign. 2001-05.com.equallogic:0-1cb 196 -bba7dde4c-fb200...  Inactive
ign. 2001-05.com.equallogic: 4-52aed6-7ac6d51b2-46a0...  Connected
ign. 2001-05.com.equallogic: 4-52aeda-fca6d51b2-f4200...  Inactive

ign. 2002-03.com.compellent: 5000d31000ed233b Connected
ign. 2002-03.com.compellent: 5000d31000ed233c Connected
ign. 2002-03.com.compellent: 5000d31000ed233d Connected
ign. 2002-03. com.compellent: 5000d31000ed233e Connected
To connect using advanced options, select a target and then Connect

dick Connect.

To completely disconnect a target, select the target and Di ot
then didk Disconnect. =L
For target properties, induding configuration of sessions,

Properties...
select the taraget and dick Properties. £rope

For configuration of devices assodated with a target, select

Devices...
the target and then dick Devices. e
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g. Click Yes to disconnect from all sessions.

The total number of active sessions is 1.
Disconnect from all sessions by clicking Yes.

h. To prevent the server from trying to reconnect to the PS Series volume in the future, remove the
iISCSI target from the favorite targets list. Click the Favorite Targets tab, locate the iISCSI target
name of the PS Series volume, and click Remove.

RADIUS | Configuration | =¥ Dell EqualLogic MPIO

Targets | Discovery | Fawvorite Targets Volumes and Devices

The iSCSI initiator service ensures that all volumes and devices on a favorite target are
available, An attempt to restore connections to targets listed here wil be made every
time this computer restarts,

To add a target to this list you must use the default selection of "Add this connection to
the list of Favarite Targets™ or use the "Quick Connect” option,

Favarite targets: Refresh

Mame

ign. 2001-05.com. equallogic:0-1cb 196-92f7dd64c-6eal04db47555b 14-aql-20gb-volume
ign.2002-03. com.compellent: 5000d31000ed233b
ign. 2002-03. com.compellent: 5000d31000ed233c
ign. 2002-03. com. compellent: 5000d31000ed233d
ign.2002-03.com.compellent: 5000d31000ed233e

To view the target details, select a target and then dick Details.

To remove a target from this list and make it not reconnect ‘
after & system restart select the target and then dick =

Remove,
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6.1 Online import process — PS Series

1. Open the Dell Storage Client and select Log in to a Storage Center or Data Collector.

Available Client Actions

® Discover and Configu

Uninalizs v torage

Discover and configure uninitialized SCv“OOO S-’n-"s Sto:ag— (,ont-rs on mIS subnet Layer 2 multicast must be

allowed on the network

® Loginto a Storage Cente

Monitor, manage, and analyze a Storage Center or an Enterprise Manager Data Collector

Data

) Configure this hostto ac

cess a Storage

Conﬂgum this hostto access storage ona Slovagﬂ Center. This creates a server object representing this host on
the Storage Center and applies best practices to this host for performing 10. Requires a valid Storage Center login

Note: The Dell Storage Client can connect to a Dell Storage Manager Data Collector or connect directly to an
SC Series array. Both options are supported with the Thin Import process. The instructions in this section
focus only on connecting directly to an SC Series array. Thin Import requires Dell Storage Client/Dell Storage
Manager Data Collector version 2015 R2.

2. Log in to the Dell Storage Client with administrative credentials.
3. Click the Storage tab.

Refresh|Edt User Setti

Hardware @ Charting @ Alerts @ Logs @

He»
- [Jscas

+ ,iVolumes

¥4 Servers

& Fault Domains
&= Disks

& Storage Types
%] Repiay Profiles

e S S e

= SC25
N ——

Avaiable Space 239978 Free Space B 12637B (52.66%)
Allocated Space 154718 Used Space B 113678 (47.34%)
SystemSpace W 768.72MB (0%)

Storage Alert Threshold 10%

Historical Usage

(7) LastWeek [37) Last Month [ Last Year

E

Navigate to Fault Domains > iSCSI. Select the iSCSI fault domain to be used for the import process.

Note: On systems with more than one iSCSI fault domain, select a fault domain that is configured on the
same network as the PS Series array.

Summary @ EEEECENG

Hardware 0 Charting 0 Alerts @' Logs O

@ Fault Domains
+ Fibre Channel
= =]
@ I5CS! Domain 1

* 6 Storage Types
+-[3 Replay Profiles

& ISCSl Domain 1 i Show| g Edit Settings| B Create VLAN Copy ™ Configure NAT Port Forwarding &) Configure CHaP| J# Cro
ndex 5 WMTU 9000 (Jumbea)
Transport Type iISCSI ;

i5CSI Transport Mode Virtual Port Faul Domain Type Physical

VLAN D Untagged

Target IPvé Address 10.10.25.10 Class of Service Priorty 0
Gateway IPv4 Address  10.20.25.1
Subnet Mask 255.255.0.0
ECEI Name ign.2002-03.com. compellent: 5000d31000ed2339

e

Data Migration from Dell PS Series or PowerVault MD3 to Dell EMC SC Series Storage using Thin Import | 3041-BP-EM  D€ALEMC



Importing PS Series Windows Server volumes

5. The Remote Connections tab appears in the iSCSI fault domain window showing the remote
connection to the PS Series array. Volumes available for import are listed with a status of Up.

Storage 7 Mgkl Q Charting Q Alerts Q Logs Q

He» . . . .
& (SCS| Domain 1 (e Shuw| &7 Edit Settings | 5 Create VLAN Copy =& Configure NAT Port Forwarding
Index 5 MTU 5000 (Jumbo}
Transport Type iSCSI . .
i5CS| Transport Mode  Virtual Port Fault Domain Type Physical
VLANM ID Untagged
Target IPvd Address 10.10.25.10 Class of Service Priority 0
Gateway IPv4 Address  0.0.0.0
- Subnet Mask 255.255.0.0
External Devices iSCSI Name ign.2002-03.com.compellent: 5000431 000ed2338
@ Storage Types
- storage Profiles Target IPvé Address Status iSCSI Name Port  DataDige
=-10.40.81.10 Dizcovery 3250 Falze
-10.10.81.10 Up iqn.2001-05.com.equallogic:0-1 cb196-8b07 dd64c-Tbel04db3a055a54-2q-500gb-volume 3280 False
-10.10.81.10 Up ign.2001-05.com.eqguallogic:0-1 cb195-92f7 ddS4c-5cal04db47555b14-eg-20gb-volume 3260 False
£e10.10.81.10 Up ign.2001-05.com.equallogic:0-1cb1596-3b57dd64c-b3c004da84455f20-egl-1 00 gb-volume 3260 False

6. Inthe SC subtree, expand External Devices. A folder with the IP address of the PS Series array is
shown. Expand this folder to display volumes available for import.

SRRl Hardware @ Charting @ Alerts @ Logs @

10.10.81.10 ﬁ Rediscover
E} & Fault Domains Name Revision Serial Number Size Vendor Vendor Spec
#-[ Fibre Channel || © eql100gbvoume 80 6019CHC164DD5. .. 100 GB EQLOGIC  7e9fde3s
g?;w Demain 1 s eql-20gb-volume 8.0 6019CBC164DDF... 25GB EQLOGIC 6a1abss3
-1 Disks Ls eql500gbvolume 8.0 6019CBC164DD0... 500.01 GB EQLOGIC Gefade2?

[=}-[_| External Devices

SR [ R

= eqk100gb-volume
> eql-20gb-volume
t2» eqh500gb-volume
EJ--@ Storage Types

7. Right-click the volume to import and select Online Import from External Device.

Hardware @ Charting @ Alerts @ Logs (7]

He S .
10.10.81.10 @ Rediscove
= sc2s
Tl Servers
- @ Fault Domains Name Revizion Serial Number Size Vendor Vendor Spec
B[ Fibre Channel © eg-100gb-volume 8.0 £019CBC1640D5... 100 GB EQLOGIC  T7e9fd43s
B[ iscsl
L. iSCSI Domain 1 “.> eqk20gb-volumr — e 2568 EQLOGIC 6a1ab553
- Disks © eq-500gb-volurgesmmariine Import from External Device | 500.01 68 EQLOGIC  Befade2?
= F External Devices r Online Import from External Device I
- J1010:8110

= egl-100gb-volume
= ggk20gb-volume
LB eqlS00gb-volume
[ @ Storage Types.
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8. The Online Import from External Device window appears. Click Next.

@, Online Import from External Device >

Thin Import is used to copy data from remote disks to a specified Volume on your Storage Center.

Importing from non-EqualLogic-PS arrays must be performed by trained professionals. Pleaze contact your sales reprezentative to
== coordinate a migration services evaluation.

wp Thin Import Best Practices

9. Select the server to map to the destination volume. Click Next.

@, Online Import from External Device >

Select Server to map to the destination volume
E-# Servers
E} Oracle
= orag-oraf-oraclustz

E} 2 Windows
il TSSRV30T

a. If a Quality of Service (QoS) definition does not exist on the SC Series array, a prompt will appear
to create one. Click Yes to continue. Clicking No will cancel the import process.
X

No QoS nodes have been defined for the Storage Center (SC 25).
Would you like to create one now?

Yes No

Note: The QoS definition limits or throttles the bandwidth available to the Thin Import process because the
import process will use all available bandwidth to transfer data, by default. Allocating too much bandwidth to
the process can be detrimental to overall system performance. Allocating too little bandwidth will cause the

import process to run slowly. If possible, test the process and monitor system performance to determine
proper bandwidth allocation.

b. Assign a Name to the QoS definition. Enter a Link Speed that is equivalent or less than the line
speed of the iISCSI network connecting the PS Series array and the SC Series array. When
enabled, the Bandwidth Limited option allows daily scheduling of bandwidth allocation in one-
hour increments. Click OK when finished.

[ Create Replication QoS -

Create

Name Thin Import QoS Defintion

Link Speed 1 Gbps v

Bandwidth Limited Enabled
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[&, Edit Replication QoS Schedule

[ QoS Bandwidth Limit Schedule

Sunda Monda

11:00 PM-11:59 FM

Saturda

oo | [FE]

10. Configure attributes for the destination volume such as name, folder location, replay profiles, and

QoS definition. Click Next.

Note: The import process includes the option to import data to the lowest tier of storage. It is a best practice
to leave this option enabled because importing data into tier one can cause performance problems and

potentially fill all available tier one space.

m Online Impert from External Device

External Device

Name [eqLQﬂgb—vulum

Volume Attributes

Name [Import 1 from egql-20gb-volume

Size [25

“Volume Folder E‘"E Volumes

[ [ Henry - APM Demo

[ Infrastructure_Do_Not_Touch
MG-Virtualization

[+ () Microsoft

Replay Profies  [B] Daily
Read Cache  [] Enabled
Write Cache  [/] Enabled

Compression  [_] Enabled

Change

Storage Profile | [F7] Recommended (Al Tiers)

> |

Storage Tyee | (@) Assigned - Redundant - 2 HB

|

[+] Import to lowest tier

Qo3 Node | 3¢ Thin Import QoS Defintion

- | Create QoS Hode

E Allow the Sterage Center to automatically determine the Controller to activate the Volume on

Server & TsSRV307T

| dmBack || mpNext |
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11. Review the import settings. Click OK to start the import.

@, Online Import from External Device

Warning

“‘ou are importing data from an external device with a size of 25 GB. The import could consume up to 25 GB of space on
the Storage Center regardless of how much data has been written to the external device.

Import Volume Import 1 from egl-20gb-volume from External Device eql-20gb-volume

Destination Volume i Import 1 from eg-20gb-volume

Volume Size 25GB

External Device Mame “» eql-20gb-volume

External Device Size 25 GB

Clos Node #Thin Import QoS Definition
Import Type Copy
Server B TSSRV3IOT

12. As soon as the online import starts, bring the SC Series volume online on the server. Log in to the

Windows server as an administrative user, and open Disk Management by clicking Start > Run >
diskmgmt.msc.

=2 Disk Management == -

Eile  Action View Help

= [2] 5 5

Veolume | Layout | Type File Systemn | Status | Capacity | Free Spa... | % Free
[ )] Simple Basic NTFS Healthy (B... 133.78 GB 9491 GB T0%
u System Reserved Simple Basic MNTFS Healthy (5. 330 MB 72 MB 21 %

CiDisk 0 I
Basic System Reserved ()

136.12 GB 350 MB NTFS 135.78 GB NTFS

Online Healthy (System, Active, Primary Partit | | Healthy (Boot, Page File, Crash Dump, Primary Partition)
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13. Click Action > Rescan Disks.

Action | View Help

Refresh

Type

File System

% Free

Status Free Spa...

Capacity

Create VHD
Attach VHD

MNTFS
MNTFS

Basic
Basic

All Tasks r

Help

70 %
21%

135.78 GB
350 MB

94.91 GB
72 MB

Healthy (B...
Healthy (5...

The disk rescan process begins.

Disk rescan in progress, please wait ..

When the scan has completed, the SC Series volume appears in the Disk Management window.

Eile Action View Help
e m Bz D E

Volume Layout Type File System Status Capacity Free Spa... | % Free
=) (&) Simple Basic NTFS Healthy (B... 13378 GB 9488GB 70 %
u System Reserved Simple Basic NTFS Healthy (5. 330 MB 72 MB 21%

Disk 0

Basic System Reserved c

136.12 GB 3530 MB NTFS 135.78 GB MTFS

Online Healthy (System, Active, Primary Partit | | Healthy (Boot, Page File, Crash Dumnp, Primary Partition)
“TIDisk 1

Basic

24,88 GB 24,83 GB

Offline (i
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14. Right-click the disk and select Online.

iDisk 0 -
Basic System Reserved (C)
13511?_ GB 350 MB NTFS 135.78 GB NTFS
Online Healthy (System, Active, Primary Partit || Healthy (Boot, Page File, Crash Dump, Primary Partition)
@ Disk 1
Basic
24.88 GB
Ofine
Properties
<icp-ro  Help
O (721

The disk is brought online with the same drive letter, and can now be used during the online import

process.
]
i Disk 0 . |
Basic System Reserved (C
135-_12 GE 350 MB NTFS 13578 GB NTFS
Online | | Healthy (System, Active, Primary Partit || Healthy (Boot, Page File, Crash Dump, Primary Partition)
Disk 1 .|
Basic 25GB Demo Volume (D)
24.33 GE 24,88 GB NTFS
Online Healthy (Primary Partition)

Note: A new MPIO provider will need to be installed for the SC Series array, which will require a reboot of the

server.

15. While the import process is running, monitor progress in the volume details window. Click the refresh
icon to update the progress.

Hardware @ Charting @ Alerts @ Logs @

HEE
Tl SC25

-l Volumes
- dlg Servers
g Fault Domains
Fibre Channel
iSCsl

" i5CS| Domain 1

> Disks

External Devices
10.10.81.10
“2» egh100gb-volume
B eql200b-volume

..... %2> eqk500gb-volume

<8 egl-20gb-volume

Index 73 Serial Number
Status Up Wendor
Size 25 GB Wendor Spec
Mapped ‘“Yes
Import

External Device Status
eqhk20gb-volume Up

6019CBC164DDFT9214585547DB04A06E
EQLOGIC
GalabSs3

Volume

Import 1 from eg-20gb-volume

Controller

SN 80707

QoS Mode
Thin Import QoS ...

% Complete  Amount Remaining

2473 GB
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G-Il Hardware @ Charting @ Alerts @ Logs @

He s <8 eql-20gb-volume
=-8scs
i Volumes ndex 73 Serial Number  6019CBC164DDF792145B5547TDBO4AIGE

Henry - APM Demo Status Up Vendor EQLOGIC
~| Infrastructure_Do_Nc| Size 25GB Vendor Spec  6alab333
KP Mapped “es

& TssRv301_sooc| IMport
a TSSRV3I07_S00C External Device Status Volume Controller QoS5 Node Import State % Complete  Amount Remaining

:':_G‘V'“':"Zﬂt'c'“ eqh20gb-volume Up  Import1 from eq-20gb-volume SNEOTOT  Thinlmport QoS .. Running [ 00% | 345 M8
~| Microso

Unix
VMware

Recycle Bin Mappings
- g Servers

16. When the import process is complete, locate the new volume in the Volumes subtree. Verify that the
configured and used storage is listed correctly. The Statistics tab shows the storage tier where the
imported data resides.

Storage 7 EaElTEE (7] Charting @ derts @ Logs (7]

He« : :
S H s & Import 1 from egl-20gb-volume == Shuwl 5 Edit Seftings & Map Volume to Server /' Remove Mappings ) Create Replay
scas
Bﬁ Volumes Index 343 Configured Configured Space 25 GB
| Henry - APK Demo | ‘olume Folder =5 KP Free Space 6.87 GB
Infrastructure_Do_Nc| vglume Active On Controller 60707 Total Disk Space 2267 GB
KP 18.14 GB 25 5B Actual Space 1814 GB
a Impaort 1 frtm:ed— Active Space W 1214 GB (80%)
3 1222@1{2332 Storage Used Replay Space OMB (0%)
G Vituzatin I RAD Overhead 453,68 (20%)
ol Savi RAID 10
Microsoft 18.14 GB avings vs 13658
Unix 22.67 GB
Wilware
Recycle Bin
o Servers Tier 1 Storage
E—}--ﬁ_‘l Fault Domains RAID 5-3 Fast
[-{2) Fibre Channel i 4MB
2 isesl © 45MB
LG iSCSI Domain 1
5 o ki' s Homain Tier 3 Storage
g = Ei = Do RAID 6-10 Standard
Ef 777 777 T, 113 G5
: 52 eql-100gb-volume
=80 eqh20gb-volume
SN eql-500gb-volume M Volume Space - Active M Dizk Space - Active
[}.-@ Storage Types ¥ Volume Space - Replay Dizk Space - Replay
[}.f@ Replay Profiles i Volume Space - Compressed i-] Disk Space - Compressed
[+ Storage Profies
Compression Savings 0%
Compression Ratio Ni&,

Disk space saved through compression 0 MB

Note: When the online import process is complete, all server I/O to the PS Series volume is stopped.

17. Repeat steps 7-16 for any other volumes to import.

Note: Importing another volume can be initiated immediately following the completion of the import wizard. Be
advised that each individual import will utilize all allocated bandwidth as defined in the QoS definition used
during the import. Running multiple volume imports simultaneously could cause system performance
problems if available bandwidth becomes limited. SC Series storage supports a maximum of ten
simultaneous volume imports.

18. When all imports are complete, refer to section 9 for post-import steps.
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6.2 Offline import process — PS Series

Perform the following steps to import data from a PS Series volume to an SC Series array in offline mode:

1. Open the Dell Storage Client and select Log in to a Storage Center or Data Collector.

Avallable Client Actions

# Discover and Configure Uninitialized SCv2000 Series Storage Centers
Discover and configure uninitialized SCv2000 Series Storage Centers on this subnet Layer 2 multicast must be
allowed on the network

® Log into a Storage Center or Data
Monitor, manage, and analyze a Storage Center or an Enterprise Manager Data Collector
) Configure this hostto access a Storage Center

Configure this hostto access storage on a Storage Center. This creates a server object representing this host on
the Storage Center and applies best practices to this host for performing 10. Requires a valid Storage Center login

# Configure VMware vSphere to access a Storage Center

Configure a VMware vSphere host or multiple vSphere hosts through a vCenter Server to access storage on a
Storage Center. This creates a server object representing this host on the Storage Center and applies best
practices to the cluster or server for performing 10 (additional best practice modifications may be required)
Requires a valid Storage Center login

Note: The Dell Storage Client can connect to a Dell Storage Manager Data Collector or connect directly to an
SC Series array. Both options are supported with the Thin Import process. The instructions in this section
focus only on connecting directly to an SC Series array. Thin Import requires Dell Storage Client/Dell Storage
Manager Data Collector version 2015 R2.

2. Login to the Dell Storage Client with administrative credentials.
3. Click the Storage tab.

Summary @ JEGIESCIN @l Hardware @ Charting @ Alerts @ Logs @
‘He
= 5C25 & E
- EJIsEs =
/gl Voumes |
1 -@'-,- Servers Avaiable 5 Fi 5 (5 %) St Alert Threshold %
+ @ Fauk Domains v pace  23.93TB ree Space M 12837B l._2.66 %) orage Alert Thresho 10%
&3 Disks Alocated Space 15.4TB Used Space B 1135 7TB (47.34%)
%@ Storage Types System Space W TBS.TZME  (0%)
+- i) Rephay Profiles Historical Usage

E

Navigate to Fault Domains > iSCSI. Select the iSCSI fault domain to be used for the import process.

Note: On systems with more than one iSCSI fault domain, select a fault domain that is configured on the
same network as the PS Series array.

Summary @ EEGE COka Hardware @ Charting @ Alerts @ Logs @
e @ iSCSI Domain 1 2 Show| &3 Edit Settings| 5 Create VLAN Copy ™ Configure NAT Port Ferwarding &3 Configure CHAR| J6# Cre
=53 SC25
—
+- g Volumes index 5 MTUY 9000 {Jumbe)
S Seruace Transport Type iSCSI Faut D T Physical
=@ Fauk Domains iISCS| Transport Mode: Wirfual Port Uk Domein Type ysica
& Fire Channel VLAN ID Untagged
- i=cst Target IPv4 Address 10.10.25.10 Class of Service Priority 0
& ISCSIDomain 1 Gateway IPv4 Address  10.20.25.1
— Subnet Mask 255.255.0.0
+ @ Storage Types I5CSI Name iqn.2002-03.com.compellent:S000431000ed2239
- [3 R fi
I Ry Frofies rort it |
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5. The Remote Connections tab appears in the iSCSI fault domain window showing the remote
connection to the PS Series array. Volumes available for import are listed with a status of Up.

Hardware Q Charting Q Alerts Q Logs 9

He&

External Devices
& Storage Types
f@ Replay Profiles
[#-[F Storage Profiles

& |SCS|Domain 1 =] Shuw| £ Edit Seﬂings| EP Create VLAN Copy®™i Configure NAT Port Forwarding
Index 5 MTU 5000 (Jumbo)
Transport Type iSCSI Fault O nT Phvsical

i5CS| Transport Mode  Virtual Port autt Bomain Type ysica

VLAN ID Untagged

Target IPv4 Address 10.10.25.10 Class of Service Prierity 0

Gateway IPv4 Address  0.0.0.0

Subnet Mask 255.255.0.0
iSCSI Name ign.2002-03.com.compellent:5000d431000ed2339
Target IPv4 Address Status iSCSI Name Port Data Dige|
E10.10.81.10 Discovery 3260 Falze
10.10.81.10 Up ign.2001-05.com.eguallogic:0-1cb196-8b07dd6 4c-The004db3al55a54-egl-S00gb-valume 3260 False
0.10.81.10 Up ign.2001-05.com.eguallogic:0-1cb196-92 7 dd54c-6eal04db4 755501 4-egl-20gb-volume 3260 False
110108110 Up ign.2001-05.com.eguallogic:0-1cb196-3b57 dd64c-b3 c004daB4 4552 0-egl-100gb-volume 3260 False

6. Inthe SC Series subtree, expand External Devices. A folder with the IP address of the PS Series

array is shown.

Expanding this folder shows volumes available for import.

Hardware @ Charting @ Alerts @ Logs @

He»
=53 sc25
+i- &g Volumes
+- g Servers
= @ Faut Domains
+ Fiore Channel
= isCsi
a@® iSCSIDomain 1
# & Disks
= External Devices
= 10.10.81.10
> eqh1tb-volume
> eql-200gb-volume
> eql-500gb-volume
& Storage Types
»] Replay Profiles

+

+

10.10.81.10

© Rediscover iSi

—

Name Revision Serial Number Size Vendor Vendor Spec
> eqgi-1tb-volume 8.0 6019CBC16400 178 EQLOGIC 70458171
> eqh-200gb-volume 8.0 6019CBC164DD4 200.01 GB EQLOGIC e75¢201
> eqi-500gb-volume 8.0 6019CBC164000.. $00.01 GB EQLOGIC Gefade27?

7. Right-click a volume to import it and click Offline Import from External Device.

Hardware Q Charting Q Alerts Q Logs Q
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Hes 10.10.81.10 © Redscover
+- il Servers
= @ Fault Domains Name Revision Serial Number Size Vendor Vendor Spec
-3 Fibre Channel 2 eghTtb-volume 8.0 6019CEC16400... 1TB EQLOGIC 70058171
‘g SCS! Domain 1 < eql200gb-voume 8.0 6019CBC164DD4... 20001 GB EQLOGIC  e75c20f
i3 Disks  eghS00gb-volume _ 8.0 5019CBC164D00. . 50001 GB EQLOGIC  6Gefade2?
1) Edernal Devices I‘w‘ Offline Import from External Device I
= 1104081140 —_— .
LDy eghltb-volume % Online Import frem External Device
= egh200gb-volume
Lef s egl-500gb-volume
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8. The Offline Import from External Device window appears. Click Next.

a. If a Quality of Service (QoS) definition does not exist on the SC Series array, a prompt will appear
to create one. Click Yes to continue. Clicking No will cancel the import process.

Mo QoS nodes have been defined for the Storage Center (SC25).

Would you like to create one now?

Note: The purpose of the QoS definition is to limit or throttle the bandwidth available to the Thin Import
process, because the import process will use all available bandwidth to transfer data. Allocating too much
bandwidth to the process can be detrimental to overall system performance. Allocating too little bandwidth will
cause the import process to run slowly. If possible, test the process and monitor the system performance to
determine the proper bandwidth allocation.

b. Assign a name to the QoS definition. Enter a link speed equivalent or less than the line speed of
the iISCSI network connecting the PS Series and SC Series arrays. When enabled, the
Bandwidth Limited option allows daily scheduling of bandwidth allocation in one-hour
increments. Click OK when finished.

Create
Name |Thin Import QoS Definition )
Link Speed K ) Loves v|

Bandwidth Limited [w] Enabled

@ QoS Bandwidth Limit Schedule
Sunda Monda Tuesda Wednesda Thursda: Frida Saturda

12:00 AM-12:59 AM
1:00 AM-1:59 AM

3:00 AM-3:59 AM
4:00 AM-4:59 AM
5:00 AM-5:53 AM

7:00 AM-7:59 AM
3:00 AM-8:59 AM
9:00 AM-5:

11:00 AM

1:00 PM-1:59 PM

3:00 PM-3:59 PM
400 PM-4:59 FM
5:00 PM-5:59 PM

7:00 PM-7:59 PM
3:00 PM-8:59 FM
9:00 PM-9:59 PM

11:00 PM-11:59 PM
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9. Configure attributes for the destination volume such as the Name, Volume Folder location, Replay

Profiles, and QoS Node definition. Click Next.

Note: The import process includes the option to import data to the lowest tier of storage. It is a best practice
to leave this option enabled because importing data into tier one can cause performance problems and

potentially fill all available tier one space.

External Device
Name [eql-500gb-volume

Volume Attributes

Name Import 1 from eq-S00gb-volume
Size (500.01 e8|
Volume Folder | ~
(2 Infrastructure_Do_Not_Touch =|
(22 TS-DCO1
{21 T5-DCO2
=[] TS-HVCluster01
| [ TSSRV134 o
Notes N
AY
Replay Profies [BH Daily Change

Compression [ | Enabled

[¥] Import to lowest tier
QoS Node l* Thin Import QoS Definition v | Create QoS Node
|z Allow the Storage Center to automatically determine the Controller to activate the Volume on

? Help | @Back | upNext |

10. Review the import settings and click OK to start the import.

Warning

You are importing data from an external device with a size of 500.01 GB. The import could consume up to 500.01 GB of
space on the Storage Center regardiess of how much data has been written to the external device.

Import Volume import 1 from eql-S00gb-volume from External Device eql-S00gb-volume

Destination Volume i@ Import 1 from eq-500gb-volume

Volume Size S00.01 GB

External Device Name s eql-500gb-volume

External Device Size  500.01 GB

Qos Node * Thin Import QoS Definition

Import Type Copy
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11. While the import process is running, monitor the progress in the volume details window. Click the
refresh icon to update the progress.

Summary @ BECE M Hardware @ Charting @ Alerts @ Logs @

halld <® egl-500gb-volume
=L SC25
- ‘i Volumes Indax £4 Serial Number B019CBC164DD07TEBS45A0SIADBOLENTE
#- gy Servers Status  Up Vendor EQLOGIC
=} @@ Fault Domains Size S00.01 GB Vendor Spec  Gefadel?
+ Fibre Channel Mapped Mo
5= 1ses!
& 5CSiDomain1 | IMPpOrt
- }\ Disks External Device Status Volume Controller 005 Node Import State % Complete  Amount Remaining
T = Em:;‘:';';‘;":;‘ eqh-500gb-volume Up  import 1 from eqh-500gb-volume SNGOTOB  Thin Imgort oS .. Running 4 20615 GB
D eqL500gb-volume

+-4 Storage Types

12. When the import process is complete, locate the new volume in the Volumes subtree. Verify the
configured and used storage is correct. The Statistics tab shows the storage tier in which the
imported data resides.

Storage 7 EaElEIEE Q Charting Q Alerts Q Logs Q

}:‘S;S. & Import 1 from eql-500gb-volume [ Show| i) Edit Settings & Map Volume to Server p)- Create Replay [71]
=
—ﬁ Volumes Index 50 Configured Configured Space 500.01 GB
- Infrastructure_Do_No'| Volume Folder :g Volumes _— Free Space M 32761GB
-l KP Wolume Active On Controller 60708 Total Disk Space 215.5GB
- MG-Virtualization 172.4 GB Actual Space 172.4GB
#-[) Wicrosoft aon.01 Ga Active Space B 172.4GB (80%)
+ Viware Storage Used Replay Space OMB (0%)
- :mﬂ|1 g‘_"“ﬁ*m _ RAID Dverhead 43.1GB (20%)
- w::"“ in 1724 08 Savings vs RAID 10 129.3 GB
=g Fault Domains 213.5 GB
+ ~ | Fibre Channel Summary Replays
- iSCSI
& 5CS| Domain 1 Tier 1 Storage
+§: Disks RAID 10 Fast
= | External Devices S 2MB
2] 10.10.81.10 E4mB

\‘E‘ eql-500gb-volume
6 Storage Types
<[ Replay Profiles

Tier 3 Storage
RAID 8-10 Standard

%, 1124 o8

-

[+

B Volume Space - Active M Disk Space - Active

#% Volume Space - Replay
i Volume Space - Compressed

isk Space - Replay
|| Disk Space - Compressed

Compression Savings 0%
Compression Ratio NIA
Dizk space gaved through compression 0 MB

13. When the import has finished, the volume can be mapped to a server. For information on mapping a
volume to a server, refer to the Dell Storage Manager Administrator’s Guide, available on the
Knowledge Center at the SC Series customer portal.

14. Repeat steps 7-12 for all other PS Series volumes to import in offline mode.

Note: A new MPIO provider will need to be installed for the SC Series array, which will require a reboot of the
server.

Data Migration from Dell PS Series or PowerVault MD3 to Dell EMC SC Series Storage using Thin Import | 3041-BP-EM  D€ALEMC


http://customer.compellent.com/

Importing PS Series Windows Server volumes

Note: Importing another volume can be initiated immediately following the completion of the import wizard. Be
advised that each individual import will utilize all allocated bandwidth as defined in the QoS definition used
during the import. Running multiple volume imports simultaneously could cause system performance
problems if available bandwidth becomes limited. SC Series storage supports a maximum of ten
simultaneous volume imports.

15. When all imports are complete, refer to section 9 for post-import steps.
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7 Importing MD3 Windows Server volumes

Prior to starting the online or offline import process from an MD3 array, the target server must be iSCSI or FC
mapped to the SC Series array. For information on mapping a server to an SC Series array, refer to the Dell
Storage Manager Administrator’s Guide, available on the Knowledge Center at the SC Series customer
portal.

Note: Although mapping the target server to the SC Series arrays is not required prior to offline importing, it is
recommended.

Perform the following steps to import data from an MD3 volume to an SC Series array:

1. Stop any I/O and remove the server connection to the MD3 volume.

Note: The MD3 volume must be unmapped from the server before the online import process starts. Failure to
do so can result in data corruption.

To remove the server connection in Windows Server:

a. To open Disk Management, click Start > Run > diskmgmt.msc.
b. Right-click the MD3 volume and select Offline.

= Disk Management = | = -

File Action VYiew Help

G5 H&= 26

Volume | Layout | Type File System | Status | Capacity | Free Spa... | % Free
=] Simple Basic Healthy (.. 39 MB 39 MB 100 %
o () Simple Basic NTFS Healthy (B... 7412 GB 3583GB 48%
CaKP_Test (F) Simple Basic NTFS Healthy (P... 49.87 GB 8.45 GB 17 %
w System Reserved Simple Basic MTFS Healthy (5. 330 ME 29 ME 25 %

”~

iDisk 14 |

Basic KP_Test (F:)
49-3_3 GB 49.87 GB NTF5
Online Healthy (Primary Partition)

MNew Spanned Volume...

MNew Striped Velume...

£4CD-RON
DVD (D:) MNew Mirrored Volume...
. MNew RAID-5 Volume...

Mo Media

Convert to Dynamic Disk...

Convert to MBR Disk _

| Offline |
b

B Unallocats Properties

Help
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c. The volume is taken offline.

Eile Action View Help

e = Hr DS =

Volurme I Layout I Type I File System | Status I Capacity | Free Spa... | % Free
=] Simple Basic Healthy (..  39MEB 39 MB 100 %
o () Simple Basic MNTFS Healthy (B... 7412 GB 35.83GB  48%
s System Reserved Simple Basic NTFS Healthy (5. 350 MB 89 MB 25%

“3/Disk 14
Basic

49.88 GB. 49,87 GB
Offline i

Note: Steps d through h only apply to iISCSI-connected MD3 Series volumes. Skip to step 2 for FC-connected
MD3 volumes.

d. Open the iSCSI initiator from the Windows control panel.

e. Click the Targets tab and locate the iSCSI target name of the MD3 volume that needs to be
disconnected.

f. Select the volume and click Disconnect.

Targets | Discovery | Favorite Targets I Volumes and Devices | RADIUS | Configuration |

Quick Connect

To discover and log on to a target using a basic connection, type the IF address or
DMS name of the target and then dick Quick Connect.

Target: | | Quick Connect... |
Discovered targets
Refresh

Mame Status

ign. 1984-05. com. dell:powervault. md3200i, 678 2bcb0005... Connected

ign., 2002-03,com, compellent: 5000d 31001164338 Connected

ign. 2002-03.com. compellent: 5000d 31001164339 Connected

ign. 2002-03.com. compellent: 5000d 310011648 3e Connected

ign. 2002-03.com. compellent: 5000d 310011648 3F Connected
To connect using advanced options, select a target and then SroTee:
dick Connect. =
To completely disconnect a target, select the target and

then click Disconnect.

For target properties, induding configuration of sessions, Pr
select the target and dlick Properties. =
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g. Click Yes to disconnect from all sessions.

The total number of active sessions is 1.
Disconnect from all sessions by clicking Yes.

h. To prevent the server from trying to reconnect to the MD3 volume in the future, remove the iSCSI
target from the favorite targets list. Click the Favorite Targets tab, locate the iSCSI target name
of the MD3 volume, and click Remove.

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS I Configuration |

The i5C5I initiator service ensures that all volumes and devices on a favorite target are
available. An attempt to restore connections to targets listed here will be made every
time this computer restarts,

To add a target to this list you must use the default selection of "Add this connection to
the list of Favorite Targets™ or use the "Quick Connect”™ option.

Favorite targets: Refresh

MName ~
ign. 1984-05.com. dell:powervault.md 3200i.6 78 2bcb00058b 1830000000058d33d49
ign, 2002-03.com, compellent: 5000d31001164838
ign. 2002-03.com.compellent: 5000d31001 164838
ign. 2002-03.com. compellent: 5000431001 164838
ign. 2002-03.com. compellent: 5000d31001 164838
ign. 2002-03.com. compellent: 5000d31001164839
igr. 2002-03.com. compellent: 5000d31001164839
ign, 2002-03.com, compellent: 5000d31001164839

ign., 2002-03.com. compellent: 5000d3100116483e h
< m HE
To view the target details, select a target and then dick Details,
To remove a target from this list and make it not reconnect ‘
after a system restart select the target and then dick =
Remove,

2. Connect to the MD3 array using the PowerVault Modular Disk Storage Manager client.
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3. Under Discovered Storage Arrays, right-click the array to manage and select Manage Storage
Array.

Edit View Tools Help

Devices
= B aurr2 Mame Type Status
= (¥ Discovered Storage Arrays (4) ey 5 & Optimal

k4 Storage Array MD38207
k4 storage Array MD3820i
4 storage Array MD3600f
'V Storage Armay MO gee

Manage Storage Array I

Blink Storage Array

Execute Script...
Load Sterage Array Cenfiguration...
Upgrade RAID Controller Module Firmware...

4. When the Array Management window appears, click the Host Mappings tab.
5. Select the Windows server host from the list. Right-click the name of the volume to be imported, and
select Change.

MD3200i ¥ optimal

Summary Performance | Storage & Copy Services UEUEWCLlEY Hardware Setup

Find object in tree H |Defined Mappings
Virtual Disk Mame

=I-{d Storage Array MD3200i

: i Undefined Mappings
%Default@roup

B Unassociated Host Port |dentifiers
- [F @ Hostsc284

E i) Host DUFF2

Remove...

6. Selectthe SC Series server host object from the drop-down list, and select a LUN number.

Note: To maintain consistency, the LUN number used to map the volume to the SC Series should be the
same as the LUN number used to map the volume to the Windows server.

Virtual Disk name: KP_Test

Haost group or host:

HostSC284 w

Logical unit number (LUN) (0 to 255):

1w

| OK || Cancel || Help |
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7.1

63

7. Inthe Change Mapping window, click OK and select Yes.
8. Select the SC Series server host object and verify the volume has been successfully mapped.

MD3200i ™ optimal

Summary Performance | Storage & Copy Services GREJRENVINEY Hardware  Setup

E |Deﬂned Mappings

Find objectin tree

J— ) Wirtual Disk Name Accessible By LUMN Virtual Disk Capacity Type
—--u Storage Array MD3200i
.. osscau L L Siovcs
| Undefined Mappings By Access Host SC284 Access

%l Default Group

B Unassociated Host Port [dentifiers
B @ Hostscas4
----- ‘[ Host DUFF2

Online import process — MD3 arrays

1. Connect to the SC Series array using Dell Storage Manager Client.

Note: When importing from an FC-connected MD3 array, step 2 is not required. Volumes that were mapped
to the SC server host object on the MD3 will automatically appear in the External Devices subtree.
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2. Right-click the fault domain that was used to create the connection to the MD3 array, and select

Rediscover iSCSI Remote Connections.
3. Any volumes that were mapped to the SC Series host object on the MD3 array will now appear under

the External Devices subtree.

Storage 7 EaElGIENC] (7] Charting @ Alerts @ Logs (7]

He& s .
External Devices
[=-L2 Storage Center 284
-G Volumes External Devices
- Servers
--m"' Fault Domains Name Revizion Serial Number Size Vendor
"\\:-" Disks 5 11TO0ST LUN 4 0820 11T00ST 50 GB DELL

External Devices
= 11TOOST LUN 1
+ Storage Types

B ¥ Snapshot Profiles
[ IE| Storage Profiles
- E_J QoS Profiles

4. Right-click a volume to import and select Online Import from External Device.

Storage 7 EeElGRENRE (7] Charting @ Aerts @ Logs (7]

Hes External Devices
=22 Stu rage Center 284

External Devices

Size Vendor
50 GB DELL

Name Revision Serial Number

5 11T00ST LUN 1 n=on e
‘! Offline Import from External Device

% Online Import from External Device

[ sSnapshot Profiles
[ Storage Profiles
&-E7] QoS Profies

DEALEMC



64

Importing MD3 Windows Server volumes

5. The Online Import from External Device window appears. Click Next.
6. Select the Windows Server to map the destination volume to. Click Next.

E Online Import from External Device *

Select Server to map to the destination volume
=l Servers
& duff
|l duff2
& flanders
L H sehelst
f W suryl

? Help 4 Back B Hext

a. If a Quality of Service (QoS) definition does not exist on the SC Series array, a prompt will appear
to create one. Click Yes to continue. Clicking No will cancel the import process.

Mo QoS nodes have been defined for the Storage Center.
Would you like to creste one now?

Y [ me

Note: The purpose of the QoS definition is to limit or throttle the bandwidth available to the Thin Import
process, because the import process will use all available bandwidth to transfer data. Allocating too much
bandwidth to the process can be detrimental to overall system performance. Allocating too little bandwidth will
cause the import process to run slowly. If possible, test the process and monitor the system performance to
determine the proper bandwidth allocation.

b. Assign a name to the QoS definition. Enter a link speed equivalent or less than the line speed of
the iSCSI network or the Fibre Channel fabric connecting the MD3 and SC Series arrays. When
enabled, the Bandwidth Limited option allows daily scheduling of bandwidth allocation in one
hour increments. Click OK when finished.

EJ Create Replication QoS x
Create

Name Thin Import QoS Definition

Link Speed 10 Gbps

Bandwidth Limited Enabled

2 Help # Cancel 4 0K
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B Edit Replication QoS Schedule X

[f] QoS Bandwidth Limit Schedule

Monda

2 Hep | x cancal || oK ]

7. Configure attributes for the destination volume such as the Name, Volume Folder location, Replay
Profiles, and QoS Node definition. Click Next.

Note: The import process includes the option to import data to the lowest tier of storage. It is a best practice
to leave this option enabled because importing data into tier one can cause performance problems and
potentially fill all available tier one space.

H Online Import from External Device >
External Device A
Name (1170057 LUN 1 )

Volume Attributes

Name [Import 1 from 11T0OST LUN 1 )
Size (s0 | [e8 .
“Volume Folder =

Snapshot Profiles
Read Cache
Write Cache

Storage Profile

Storage Type

QoS Mode

Server

{8 Daity
[+] Enabled
[+] Enabled

Change

Data Reduction Profile | None

| [F] Recommended (Al Tiers)

(@ Assigned - Redundant - 2 MB

[+] Import to lowest tier

| #¢ Defaut

- | Create QoS Node

@ Allow the Storage Center to automatically determine the Contreller to activate the Volume on

& duff2
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8. Review import settings. Click OK to start the import.

E Online Import from External Device *

Warning

“'ou are importing data from an external device with a size of 50 GB. The import could consume up to 50 GB of space on
the Storage Center regardless of how much data has been written to the external device.

Import Velume Import 1 from 11TO0ST LUN 1 from External Device 11TO0ST LUN 1

Destination Volume ﬁ Import 1 from 11T00ST LUN 1

Wolume Size 50 GB

External Device Mame = 11TO0ST LUN 1

External Device Size S0 GB

Qos Node }E Thin Import QoS Definition

Import Type Copy

Server g duff2

2 Help 4 Back

9. As soon as the online import starts, bring the SC Series volume online on the server. Log in to the
Windows server as an administrative user, and open Disk Management by clicking Start > Run >
diskmgmt.msc.

= Disk Management == -

Eile Action View Help

= = He 2o E

Volume | Layout | Type File System | Status | Capacity | Free Spa... | % Free
(="} Simple Basic Healthy (.. 39 ME 39 MB 100 %
o (C) Simple Basic MNTFS Healthy (B... 7412 GE 3583GB 48%
—w System Reserved Simple Basic MTFS Healthy (5. 330 ME 29 MB 25 %

L)
C4Disk 0 . !

Basic System Reserved (c
_-"4-5.‘0 GB 35 MB 350 MB NTFS 74,12 GB NTFS
Online Healthy (OEM Parti | | Healthy (System, Active, Primary || Healthy (Boot, Page File, Crash Durmnp, Primary Partition)
b
B Unallocated Wl Primary partition
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10. Click Action > Rescan Disks.

File | Action | View Help
€= | Refresh &

Volu Rescan Disks I I Type I File Systermn I Status I Capacity I Free Spa... | % Free
(=" Create VHD Basic Healthy (... 39 MB 39 ME 100 %
[=N{a Attach YHD Basic MNTFS Healthy (B... 74.12 GB 358368 48%
i Sy Basic MNTFS Healthy (5.. 3350 MB 289 MBE 25 %

Help

The disk rescan process begins.

Disk rescan in progress, please wait ...

When the scan has completed, the SC Series volume appears in the Disk Management window.

Eile Action View Help

s T B RDa B

Volume I Layout I Type I File Systern I Status I Capacity I Free Spa... | % Free
(=1 Simple Basic Healthy (... 39 MEBE 39 MB 100 %
() Simple Basic NTFS Healthy (B... 74.12 GB 3582GB 48%
= System Reserved Simple Basic MNTFS Healthy (5. 330 MEB 29 MB 25 %
L)
“3IDisk 14
Basic
49.88 GB 49.87 GB
Offline i

B Unallocated Wl Primary partition
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11. Right-click the disk and select Online.

= Disk Management - o [ixT
File Action View Help

&= 7] =

Vaolume | Layout |T}rpe File Systemn | Status | Capacity | Free Spa... | % Free

= Simple Basic Healthy (.. 39 ME 39 ME 100 %

e (C) Simple Basic NTFS Healthy (B... 7412 GB 3582GB  48%

w Systern Reserved Simple Basic MNTFS Healthy (5... 350 MB 89 MB 25 %

“3/Disk 14
Basic
498368 | Online |
Offline (i "
Properties
Help

B Unallocated [l Primary partition

L)

Note: A new MPIO provider will need to be installed for the SC Series array, which will require a reboot of the

server.

12. The disk is brought online with the same drive letter, and can now be used during the online import
process.

=1

File Action

= H = @ e B

View Help

Disk Management

= T= |

Vaolume | Layout |Type File System | Status | Capacity | Free Spa... | % Free
=] Simple Basic Healthy (... 33 MB 39 MEB 100 %
e (C) Simple Basic NTFS Healthy (B... 74.12GE 3582GB 48%
CwKP_Test (F) Simple Basic NTFS Healthy (P... 49.87 GB 345 GB 17 %
w Systern Reserved Simple Basic MNTFS Healthy (5.. 350 MEBE 29 MB 25 %

—aiDisk 14
Basic

49.88 GB
Online

KP_Test (F:)
45,87 GB NTFS
Healthy (Primary Partiticn)
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13. While the import process is running, monitor progress in the volume details window. Click the refresh
icon to update the progress.

Summary (7] Storage 7?7 EgEIGIEN] (7] Charting @ Aerts @ Logs (7]

Al <8 11T005T LUN 1
=2 Storage Center 284
g Volumes Index 285 Serial Number  11T0O0ST
,‘:,f Servers Status Up Vendor DELL
@ Fault Domains Size 50 GB Vendor Spec
§;\ Disks Mapped Yes
External Devices
Oifraostiong | Import
@ Storage Types External Device Status Volume Controller  Replication QoS Node Import State % Complete  Amount Remainin
f@ Snapshot Profiles

: 11TO0ST LUN 1 b U Import 1 from 11TOOST LUN 1 SN 285 Default Runnin 48.25¢C
[ﬁ Storage Profiles . P P g
E@J QoS Profiles £ >

14. When the import process is complete, locate the new volume in the Volumes subtree. Verify that the
configured and used storage is listed correctly. The Statistics tab shows the storage tier where the
imported data resides.

Storage 7 [EaElGVETE Q Charting Q Alerts Q Logs Q

= H S‘CZ? ™| |mDOrt 1 from eq|-20gb_\.ro|ume [ Shuw| i Edit Settings & Map Wolume to Server 4/ Remove Mappings i Create Replay
=) 5
E}E Volumes Index 343 Configured Configured Space 25GB
Henry - APM Demo Volume Folder | KP Free Space 5.87 GB
Infrastructure_Do_Nc| vsglume Active On Controller &0T07 _ Total Disk Space 2267 GB
KP 18.14 GB Actual Space 18.14 GB
ﬂ Import 1 from eqhk 2 GB Active Space M 13.14 GB (80%)
3 Ez;ﬁg;_iggi Storage Used Replay Space OMB (0%}
MG-Virtualization [ RAD Overhead 4.33GB (20%)
Microsoft 15.14 GB Savings ws RAID 10 136 GB
Unibe 22,87 GB

WMware Summary = Mappings Replays
Recycle Bin
[ g Servers Tier 1 Storage
(=} Fault Domains RAID 5-8 Fast

[#-[-] Fibre Channel i 4MB
~iscsl E 4.5MB
L. g {SCSI Domain 1

Tier 3 Storage
RAID 6-10 Standard

Extenal Devices i i i, 1813 6B

10.10.81.10

i -5 eql-100gb-volume
+-5 eqhk20gb-volume )
L5 eqh500gb-volume B Volume Space - Active B Disk Space - Active
E}-'@ Storage Types “4 Volume Space - Replay | Disk Space - Replay

E}-f@ Replay Profiles 5% Volume Space - Compressed i-| Disk Space - Compressed
(-l Storage Profiles

Compression Savings 0%

Compression Ratio Ni&

Dizk space saved through compression 0 MB

Note: When the online import process is complete, all server I/O to the MD3 volume is stopped.

15. Repeat steps 4-14 for any other MD3 volumes to import.

Note: Importing another volume can be initiated immediately following the completion of the import wizard. Be
advised that each individual import will utilize all allocated bandwidth as defined in the QoS definition used
during the import. Running multiple volume imports simultaneously could cause system performance
problems if available bandwidth becomes limited. SC Series storage supports a maximum of ten
simultaneous volume imports.
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7.2
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16. When all imports are complete, refer to section 9 for post-import steps.

Offline import process — MD3 arrays

1. Connect to the SC Series array using Dell Storage Manager Client.

Note: When importing from an FC-connected MD3 array, step 2 is not required. Volumes that were mapped
to the SC Series server host object on the MD3 array will automatically appear in the External Devices
subtree.

2. Right-click the fault domain that was used to create the connection to the MD3 array, and select
Rediscover iSCSI Remote Connections.
3. Any volumes that were mapped to the SC Series host object on the MD3 array will now appear under
the External Devices subtree.

Hardware @ Charting @ Alerts @ Logs (7]

He»

=L Storage Center 284

ﬁ Volumes

(- iflg Servers

E-gf Fault Domains

|| Fibre Channel
= iscsl

‘.. Domain 0
@@ Domain 1

- g Domain 3
il Domain 4
[0 Disks

[=-|__ External Devices
S0 11TO0ST LUN 1
L8523 11TO0ST LUN 2
E}-'& Storage Types
[-E§ Snapshot Profiles
[+-HF Storage Profiles

External Devices

External Devices
Name

> 11T00ST LUN 1
> 11TO0ST LUN 2

Revision

0820
0820

Serial Number
11T00ST
11TOOST

Size

Vendor
50 GB DELL
50 GB DELL

4. Right-click a volume to import and select Offline Import from External Device.

Hardware Q Charting Q Alerts Q Logs Q

He s

= Storage Center 284

i Volumes

-y Servers

- @ Fault Domains

| Fibre Channel

= isesl

" g Domain 0

& Domain 1

- g Domain 3
" g Domain 4

i< Disks

External Devices

£ 11TOOST LUN 1

2 11TOOST LUN 2

=@ Storage Types

[-[§ Snapshot Profies

([ Storage Profiles

[
=

External Devices

External Devices

Name

5 11TOO0ST LUN 1

Revision

Serial Number

LAT00ST

S 11TOO0ST LUN 2

" Offline Import from External Device

B Y 3 L R SR S
e nline impo rom erna EVICE

DEALEMC
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5. The Offline Import from External Device window appears. Click Next.

a. If a Quality of Service (QoS) definition does not exist on the SC Series array, a prompt will appear
to create one. Click Yes to continue. Clicking No will cancel the import process.

Mo Qo5 nodes have been defined for the Storage Center.
Would you like to creste one now?

Ltes [[ we

Note: The purpose of the QoS definition is to limit or throttle the bandwidth available to the Thin Import
process, because the import process will use all available bandwidth to transfer data. Allocating too much
bandwidth to the process can be detrimental to overall system performance. Allocating too little bandwidth will
cause the import process to run slowly. If possible, test the process and monitor the system performance to
determine the proper bandwidth allocation.

b. Assign a name to the QoS definition. Enter a link speed equivalent or less than the line speed of
the iSCSI network or Fibre Channel fabric connecting the MD3 and SC Series arrays. When
enabled, the Bandwidth Limited option allows daily scheduling of bandwidth allocation in one-
hour increments. Click OK when finished.

E) create Replication QoS *

Create
Name Thin Impert QoS Definition

Link Speed 10 Ghps
Bandwidth Limited Enabled

) Edit Replication Qo5 Schedule X

[ @os Bandwidth Limit Schedule
Sunday Monday Tuesday Wednesday Thursday Friday Saturday

12:00 Al
:00 Al
2:00 A
3:00 Al
400 Al
5:00 Al
6:00 Al
7:00 Al
8:00 Al
9:00 Al
10:00 Al
11:00 Al
12:00 P
1:00
2:00
3:00
400
5:00
6:00
7:00
8:00
9:00
10:00
11:00

-12:59 AM [100%:
-1:59 Al
-2:59 Al
-3:59 Al
-4:59 Al
-5:59 Al
-6:59 Al
-7:59 Al
-8:59 Al
-9:
10:59
1:59
12:59
.Sg P
53 P
53 P
:59 PM
:59 PM
:59 PM
:59 PM
:59 PM
:59 PM
10: 52 PM
1:59 PM

=

=

=

=

==

=

=

ih
s
T

=

=

=
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=

| e e

M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
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2 Help * Cancel 4 OK
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6. Configure attributes for the destination volume such as the Name, Volume Folder location, Replay
Profiles, and QoS Node definition. Click Next.

Note: The import process includes the option to import data to the lowest tier of storage. It is a best practice
to leave this option enabled because importing data into tier one can cause performance problems and
potentially fill all available tier one space.

E Offline Import from External Device *
External Device P
Name: 11TO0ST LUN 1

Volume Attributes

Name Import 1 from 11TOOST LUN 1
Size 50 GB
olume Folder 9@ Volumes

[ SM852_Replications

Notes rs
W

Snapshot Profiles E Daity Change

Read Cache Enabled

\Write Cache Enabled

Data Reduction Profile | ngne o

Storage Profile ] Recommended (Al Tiers) ~

Storage Type &P Assigned - Redundant - 2 MB v

Import to lowest tier
QoS Node #Thil‘l Import QoS Definition a Create QoS Mode
Allow the Storage Center to automaticalty determine the Controller to activate the Volume on W

7. Review the import settings and click OK to start the import.

E Offline Import from External Device >

Warning
“ou are importing data from an external device with a size of 50 GB. The import could consume up to 50 GB of space on
the Storage Center regardless of how much data has been written to the external device.
Import Wolume Import 1 from 11TOO0ST LUN 1 from External Device 11TO05T LUN 1
Destination Wolume a Import 1 from 11TOOST LUN 1
Volume Size 50 GB
External Device Name <> 11TOOST LUN 1
External Device Size 50 GB
Qos Node #¢ Defaut
Import Type Copy
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8. While the import process is running, monitor the progress in the volume details window. Click the
refresh icon to update the progress.

Hardware @

Charting @ Alerts @ Logs @

g < 11T005T LUN 1
=2 Storage Center 284
Volumes Index 285 Serial Number  11TOOST
b Servers Status Up “endor DELL
E| & Fault Domains Size 50 GB endor Spec
| Fibre Channel Mapped Mo
== iscsl
& Domain 0 Import
= Domain 1 External Device Status Volume Controller  Replication QoS Node Import State % Complete  Amount Remainin
;i Domain 3 11T00ST LUN 1 [due  import1 from 11T0OST LUN 1 SN 284 Defaut Running 4654 ¢
- g Domain 4
[} Disks < 5
= | External Devices
£ B 11T005T LUN 1
= 11T00ST LUN 2
EJ--'@ Storage Types
(- Snapshot Profies
(- [F Storage Profiles

9. When the import process is complete, locate the new volume in the Volumes subtree. Verify the
configured and used storage is correct. The Statistics tab shows the storage tier in which the
imported data resides.

Storage ? PEElNELE Q Charting 0 Alerts Q Logs Q
He&» - & i oo '
= Import 1 from 11T005T LUN 1 ) Shuw‘ i Edit Seﬂlngs| 2 Map Volume to Server ) Create Snapshot [7]
=42 Storage Center 284
i Volumes Index 541 Server Usage Disk Usage
-] SM952_Replications Wolume Folder &g Volumes
i@ Import 1 from 021352000189 LUN 0 Active Controller SN 285
5 mport 1 from 11TO0ST LUN 1 | I
= ﬂ Import 1 from 254002P LUN O 41.41 GB 4.4 GE
i@ Import 1 from FNMO0082400085 LUN 0 50 GB 124.03 GB
= ﬁ Import 2 from 254002P LUN 0
g Import 2 from FNMO00082400085 LUN 0 Configured Space s0GB Total Disk Space 124.02GB
" ﬁ Import 3 from FNMO00S2400085 LUN 0 Free Space 8.59 GB (17.18%) Active Space On Disk B 41.41GB (33.39%)
- Schells1_Raw_2TB Active Space W 41.41CB (82.82%) Snapshot Overhead On Disk o0MB (0%)
.. @ Schelle1_Raw_iscsi RAID Overhead 8262GB (86.61%)
@ Surly1_Raw_2TB Snapshot Overhead 0 MB
= @ Surly1_Raw_iscsi Actual Space 41.41 GB Savings vs RAID 10 omMB

~[@] Recycle Bin
£ iflg Servers

-} @@ Fautt Domains
-- __| Fibre Channel
=]

Tier 1 Storage
RAID 5-5 Standard
§ 118 MB
£ 147.5MB

iscsl

o Domain 0

= Domain 1

i g Domain 3
L. Domain 4

8% Disks

=t| | External Devices

s 11TO0ST LUN 1

----- 52 1TO0ST LUN 2

J-'@ Storage Types

K Snapshot Profiles

iz

Tier 3 Storage
RAID 10-DM Standard

e 4129 G

123.88 GB

B Volume Space - Active
¥ Volume Space - Snapshot

isk Space - Active
isk Space - Snapshot

10. When the import has finished, the volume can be mapped to a server. For information on mapping a
volume to a server, refer to the Dell Storage Manager Administrator’s Guide, available on the
Knowledge Center at the SC Series customer portal.

Repeat steps 4-7 for all other MD3 volumes to import in offline mode.

11.

Note: A new MPIO provider will need to be installed for the SC Series array, which will require a reboot of the
server.
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Note: Importing another volume can be initiated immediately following the completion of the import wizard. Be
advised that each individual import will utilize all allocated bandwidth as defined in the QoS definition used
during the import. Running multiple volume imports simultaneously could cause system performance
problems if available bandwidth becomes limited. SC Series storage supports a maximum of ten
simultaneous volume imports.

12. When all imports are complete, refer to section 9 for post-import steps.
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8

8.1

8.1.1

8.1.2

8.2

8.2.1

Importing PS Series and MD3 VMware volumes

SCOS 7.0 and newer supports using the Thin Import process to import volumes from a VMware ESXi® server
(version 5.5 Update 2 or higher) connected to a PS Series array. SCOS 7.2.10 and newer supports using the
Thin Import process to import volumes from an ESXi server (version 5.5 Update 2 or higher) connected to an
MD3 array. This section details how to import a VMware volume that is actively hosting virtual machine
guests.

Prerequisites

Along with the requirements listed in section 2, importing a VMware volume requires additional configuration
on the ESXi server and on the SC Series array.

Create an iSCSI connection from the ESXi server to the SC Series array

Prior to importing a PS Series or MD3 VMware volume in either offline or online mode, the ESXi server must
establish an iISCSI connection the SC Series array. For detailed instructions on creating an iSCSI connection
from an ESXi server to an SC Series array, refer to the document, Dell EMC SC Series Best Practices with
VMware vSphere 5.x-6.x.

Create a server object on the SC Series array

Once an iSCSI connection is established from the ESXi server to the SC Series array, a server object must
be created on the SC Series array to allow for the mapping of the newly imported volume to the ESXi server.
For detailed instructions on creating a server object on an SC Series array, refer to the Dell Storage Manager
Administrator’s Guide, available on the Knowledge Center at the SC Series customer portal.

Running the import process

Perform the following steps to import a PS Series or MD3 VMware volume to an SC Series array in online
mode:

Initial steps on ESXi host
1. Log in to the vSphere Client.

2. Navigate to Home > Inventory > Datastores and Datastore Clusters and select the datastore to be
imported.

@vcsite].te(h;ol.local-vSphereC\ient -
File Edit View Inventory Administration Plug-ins Help

ﬁ E IE} Home b gf] Inventory DQ Datastores and Datastore Clusters I

&8 Search Inventory

B [ vesitel.techsol.Jocal TSSRV306-DS1-EQL
= Datacenter

[ datastorel
i demovms close tab [X]
g :ziz—:g:z: What is a datastore?
& Ivdsnonuniform A datastore is a logical container that holds virtual —
& Ivdsuniform machine files and other files necessary for virtual machine e i
H rmdst operations. Datastores can exist on different types of |
H rmds2 physical storage, including local storage, ISCSI, Fibre
g :[2::; Channel SAN, or NFS. A datastore can be VMFS-based or
[ srmplaceholderds NFS-ased. /"'-_ /'J_ F
8 You can create a new datastore by formatting LUNS or by | [ \
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3. Click the Virtual Machines tab.
4. For each virtual machine listed, right-click the VM and select Power > Shut Down Guest.

TSS5RV306-D51-EQL

Getting Started | Summary  RLGOCRGEGIITER Hosts | Configuration | Tasks & Events | Alarms | Permissions

Name, State, Host or Gu
Name - | State | Status | Host | ProvisionedSpa
L@ TSGUESTOO1 T Lo = — . o T =T 3 E418 TR nf
& TSGUESTO02 || Power ’ || Power On Ctrl+B |
(f TSGUESTO3 Guest v Power Off Ctrl+E
Snapshot 4 Suspend Ctrl+Z
@ Open Console Reset Ctrl+T
(%  Edit Settings... I Shut Down Guest  Ctrl+D
B Migrate.. Restart Guest Crl+R |

5. Repeat this process for all guests stored on the datastore. All guests should be in a Powered Off
state.

TSSRV306-D51-EQL

Getting Started | Summary RO RGERTTES

Name - | State

1 TSGUESTOOL Powered Off
1 TSGUESTOOZ Powered Off
G TSGUESTOO3 Fowered OfF

6. Toremove each guest from inventory, right-click the guest and select Remove from Inventory.

Mame - | State | Status
[ fh TSGUESTOO1 Power v B
G TSGUESTOOZ e ,
G TSGUESTN03 HE
Snapshot r
@ Open Console
[ Edit Settings...
Eﬂ Migrate...
Eﬁ Clorne...
Template [
Fault Tolerance »
Add Permission... Ctrl+P
Alarm 4

Report Performance...

Rename
Edit Motes...

Open in New Window... Ctrl+Alt+N

Remove from Inventory I
Delete from Disk
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7. When all guests have been successfully removed from inventory, unmount the datastore by right-
clicking the datastore and selecting Unmount.

E @ \I'CSitEl.tEChSDl.lﬂCal TSSRWDE'DSI'EQL
= Datacenter
- a datastorel Getting Started | Summary  RylgdEIRGEG T T
i demovms
B esxi7_local
BB esxig_local Name - |State
i Ivdsnonuniform
i Ivdsuniform
B rmds1
i rmds2
i srmds1
i srmds2
B srmplaceholderds
a TSSRV306-DS1-ENL
a vaaids1 Browse Datastore...
BB vaaids2
Al »
B vasadsl arm
a vasads2 Rename
Unmount
Delete
Open in New Window...  Ctrl+Alt+N
Refresh

8. Confirm the datastore can be unmounted and click OK.

@ Confirm Datastore Unmount — pod

N For successful datastore unmourt the following requirements must be fulfilled:

fim

Mo virtual machine resides on the datastore.
The datastore is not part of a Datastore Cluster.
The datastore is not managed by storage DRS.

Storage |/0 control is disabled for this datastare.

@O0 00

The datastore is not used for vSphere HA heartbeat.

/b, Please do not perform any configuration operations that may result in 140 to
the datastore while the unmount is in progress.

Do you wart to continue with the unmourt process?

ok |[ cance |
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9. To navigate to the software iSCSI initiator for the ESXi server, click Home > Inventory > Hosts and
Clusters. Select the ESXi server in the left pane and select the Configuration tab. In the Hardware
window, select Storage Adapters.

@ vesitel.techsol.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E E |E} Home b g Inventory b [l Hostsand Clusters

55~

Search Inventory

+
& & 35
B[4 vesitel.techsol.local

= Datacenter
[l vesitel-Clusterl

0 [172.16.27.36

172.16.27.36 VMware ESXi, 6.0.0, 3380124 | Evaluation (17 days remaining)

Getting Started | Summary | Virtual Machines ' Resource Allocation | Performance [Joeliilsieiblie Tasks & Events | Alarms ' Permissions | Maps

Hardware Storage Adapters Add... Remove Refresh Rest
Processors e | ree | — |
Memory i5CSI Software Adapter
Storage | & vmhbas7 iSCsl ign.1998-0L.com.vmware:tssrv306-629cadad: |

. Patsburg 6 Port SATA AHCI Controller
S & vmhbao Block 5C5I
NETWOTK AdapTE & vmhba3s Block 5CSI
Advanced Settings @ vmhba34 Block SCSI
Power Management e vmhba3s Block SCSI

10. Right-click the iISCSI software adapter and select Properties.
11. Select the Static Discovery tab, and locate the Target Name of the PS Series or MD3 volume that

was unmounted (if needed, expand the window to see the entire Target Name). Select the target and
click Remove. Answer Yes to confirm the removal.

() iSCS! Initiator (vmhba37) Properties O >
General I Metwork Configuration I Dynamic Discovery  Static Discovery

Discovered or manually entered iSCSI targets:

iSCSI Server Location
10.10.81.10:3260
10.10.25.10:3260
10.10.25.10:3250
10.20.25.10:3260
10.20.25.10:3260

| Target Mame |
iqn.2001-05.com.equallogic:0-1cb196-b2e7ddf4c-e8b3eTceld55A6etssn306-ds1 |
ign.2002-03.com.compellent:5000d31000ed233a
ign.2002-03.com.compellent:5000d31000ed233b
ign.2002-03.com.compellent:5000d31000ed233d
ign.2002-03.com.compellent:5000d31000ed2335e

Add... Remove Settings...

12. When the target has been removed, click Close. When prompted to rescan the host bus adapter,
click No. Answering yes will cause the ESXi server to log in to the PS Series or MD3 array again.
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8.2.2  Change volume access on the PS Series array

Note: See section 3 for more detailed steps on volume access and access control lists.

1. Logintothe EqualLogic PS Group Manager. Select Volumes from the menu, and select the
volume to import. Select the Access tab and remove any access policies applied to the volume.

Equallogic Group Manager

Group TSEQLGROUPOA1

3 volumes Activities [ status [EERSRR snapsiiots ~Repication | Collections | Schedules | Connections |

B Volume TSSRV... =

ii

@ EaL-25GB-Volume
B EqL-50068-Volume Volume

Access Control List

B TSEQLMEMO1-VOL-S00GE Modify settings i3C5laccess. . .. restrlcteFI
B EETIIEOE Modify tags Access type ... read-write
Clone Multiple access. . .shared
+ @ ‘Volume Collections .
% Custom Snapshot Collections Sstclfing
- Set access tvpe No access policy groups &) Add
Delete volume
Convert to template Access policies (1):
Move volume Policy Remove Access Policy * IP addresses
Folder E VI
Hove to foider Remove access policy ™VMware-Policy” for volume "TSSRV308-D5177
Access
Add access policy group
Add access policy Yes ] I lio

i

Add basic access point
Manage access policies

2. Inthe Connections tab, verify there are no connections to the volume.

@ TSEQLGROUPDT P5 Group Manager

Equallogic Group Ma j grpadmin

a Group TSEQLGROUPO
=8 Volumes Activities | status | Access | Snapshots | Repication | Colections | Scheduics  [[RRIREI |

E Volume TSSRV...

@ EQL-25G6B-Volume
B eaL-50068-volume Volume
B TSEQLMEMO1-VOL-500GE Modify settings iSCSltarget: ign.2001-05.com.equallogic:0-1cb196-b2e7Tdd64c-e8b%eTceldS5T06c-tssrv305-ds1
@ TSSRV306-D51 Modify tags Public alias: TSSRV306-051

. Clone
Volume Collections

LI% Costor s hot Collect Set offline
[& Custom Snapshot Collections Setaccess type

Delete volume
Convert to template
Move volume
= ~ —
Folder Initiator address Connection time

Move to folder

Volume iSCSI Settings

iSCSI Connections

Total iSCS| connections: 0

Note: It is strongly recommended to take a snapshot of the VMware volume hosted on the PS Series array
before proceeding in online or offline mode. In the unlikely event of a failure during the import, a snapshot
ensures volume integrity in the case of a restore.
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3. Apply the access control list to allow the SC Series array to access this volume.

Volume TSSRV306-DS1 @ @ e @ 0 o A

Activities E Access Snapshots Replication Collections Schedules Connections

B Volume TSSRV... & Access Control List

Volume
Modify settings i5C5laccess. ... restricted
Modify tags Accesstype..... read-write
Clone Muttiple access. . .shared
Set offline
Set access type No access policy groups &) Add
Delete volume -
Convert to template Access policies (1) @ Add E] Modify x Remove
Move volume Policy A CHAP account ISCS! inftiator P addresses Applies to
Folder =B scos Volumes and snapshots -
Move to foder A 10.10.25.8, 10.10.25.9, 10.20.25.3, 1...

Access
Add access policy aroup
11 Add access policy
Add basic sccess point
Manage access policies

4. Inthe volume Activities window, select Modify settings. Select the Advanced tab, and verify that
Allow simultaneous connections from initiators with different IQNs is enabled on the volume.

Maodify velume settings X

Volume TSSRV306-DS1

Volume iSCSl settings

iSCSltarget: .com.eguallogic:0-1ck196-b2e7ddé4c-e8b0e7 celd55T06 c-tssrv306-ds1 E;|
Public alias: TSSRW308-DS1

Allow simultaneous connections from initiators with different IGNs

Allow only if your environment can safely handle multiple initiators accessing the target.

Volume RAID preference
CO: Automatic

© rAD 50

© RAID 10

O rams

@LIVT;

() RAID 6 (accelerated)

Thin provisioning modes

|:| Generate initiator errer when in-use warning limit is exceeded

Set offline when maximum in-use space is exceeded
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8.2.3  Change volume access on the MD3 array

Note: See section 4 for more detailed steps on volume access and access control lists.

1. Connect to the MD3 array using the PowerVault Modular Disk Storage Manager client.

2. Under Discovered Storage Arrays, right-click the array to manage and select Manage Storage

Array.

Edit View Tools Help

Devices
= gd“ﬂ? Name Type Status
= (g5 (¥ Discovered Storage Arrays (4) MD3200i &4 optimal

|4 Storage Array MD3820f
|4 storage Array MD3820i
4 storage Array MD3600f

| Manage Storage Array |

Blink Storage Array

Execute Script...
Load Storage Array Configuration...
Upgrade RAID Controller Module Firmware...

Refresh
Remove E

Configure Alerts...

Set Session Time Out...

3. When the Array Management window appears, click the Host Mappings tab.

4. Select the ESXi server host from the list. Right-click the name of the volume to be imported, and

select Change.

MD3200i ™ optimal

Summary Performance | Storage & Copy Services QUBIIENWVILE] Hardware Setup

Find object in tree = || Defined Mappings
Virtual Disk Mame

=i Storage Array MD3200i
i Undefined Mappings

@ Default Group Remave...

! Unassociated Host Port |dentifiers

[ @ Hostsc2e4

----- El @ Host DUFF2
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5. Select the SC Series server host object from the drop-down list, and select a LUN number.

Note: To maintain consistency, the LUN number used to map the volume to the SC Series array should be
the same as the LUN number used to map the volume to the ESXi server.

Virtual Disk name: KP_Test

Host group or host:

Host3C284 v

Logical unit number (LUN) (0 to 255):

1w

| Ok || Cancel || Help |

6. On the Change Mapping window, click OK and select Yes.
7. Select the SC Series server host object and verify the volume has been successfully mapped.

mD3200i ™ optimal

Summary Performance Storage & Copy Services GUEANEWVINLEY | Hardware Setup

Find objectin tree 4| |Defined Mappings
Virtual Disk Name Accessible By LUN Virtual Disk Capacity Type

s L oocs

Host SC284 Access

=-ld Storage Array MD3200i

.- Undefned Mappings
%Default(sroup

¥ Unassociated Host Port Identifiers
----- E @) Host sc284

----- [ Host DUFF2

Note: It is strongly recommended to take a snapshot of the VMware volume hosted on the MD3 array before
proceeding in online or offline mode. In the unlikely event of a failure during the import, a snapshot ensures
volume integrity in the case of a restore.

8.2.4  Final preparation steps on ESXi host
1. Return to the vSphere Client and select the iSCSI Software Adapter. In the Details pane, the PS
Series or MD3 volume should show an operation state of Dead or Error.

Details
vmhba37
Model: iSCSI Software Adapter
ISCSI Mame: ign.1993-01.com.vmware: tssrv 306-629cada4
i5CSI Aligs:
Connected Targets: 5 Devices: 3 Paths: 5

View: |Devices Paths

Name Identif., Runtime Name Operational State
COMPELNTISCSIDisk (naa.6000d31000ed23010000000000...  naa... vmhba37:C0:T2:L... Mounted
COMPELNTISCSIDisk (naa.6000d31000ed23010000000000...  nad... vmhba37:C0:Ti:L... Mounhed

q P

CAl T O P el s €7 T 0§ S T B - FEE ] A mam T I ooy m 3T e T
EQLOGICISCSIDisk (naa. 6019chcifdddeb 267055 0d ceer. 13 Fewee ¥WIIEIIACNT

Q
0
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2. Right-click the iSCSI software adapter and select Rescan.

172.16.27.36 VMware ESXi, 6.0.0, 3380124 | Evaluation (17 days remaining)

Getting Started | Summary ' Virtual Machines ' ResourceAllocation ' Performance FoWhillg s Tasks & Events | Alarms ' Permissions ' Maps

Hardware Storage Adapters

Processors Device | Type | WWN |
Memary iSCSI Software Adapter

Storage @ wvmhba3? iSCSI i m.vmware:tssrv306-629cadad: |
Networking Patsburg 6 Port SATA AHCI Controller | Rescan :

& vmhbao Block S Properties...
v Storage Adapters @ emhba3z Slocks . :
Metwork Adapters @ vmhbaz: Bk ool \emove

3. When the rescan completes, the PS Series or MD3 volume should no longer appear in the Details

pane.
Details
vmhba37
Model: i5CSI Software Adapter
ISCSI Mame: ign. 1993-01.com.vmware: tssrv306-6209ca4a4
iSCSI Alias:
Connected Targets: 4 Devices: 2 Paths: 4
View: | Devices Paths
MName | Ident‘lf.| Runtime Name | Operational State |
| COMPELNTISCSIDisk (naa.6000d31000ed23010000000000...  naa... vmhba37:C0:T2:L... Mounted
COMPELNTISCSI Disk (naa.6000d31000ed23010000000000... naa... vmhba37:C0:T1:L... Mounted

8.2.5  Perform an online import of the volume:

1. Expand the External Devices folder to show the IP address of the PS Series array and the volume to
import. Right-click the volume name and select Online Import from External Device.

Sl Il Hardware @ 10 Usage @ Charting @ Alerts @  Logs

W e © 1s51vV306-ds1
=% 5028
EJ--@ Volumes Index 33 Serial Number 8019CBC184DDETB26CT05500CEETBSES
-l Servers Status Up Vendor EQLOGIC
[+l Remote Storage Centers Size 500.01 GB Vendor Spec 2bfd1201
g Remote PS5 Groups Mapped No

[=}- @@ Fault Domains
---._, Fibre Channel
B3 iscsl

@ iSCSIDomain 1
& iSCSIDemain 2
G-t Disks

[=h-[__| External Devices
=3 10.10.81.10

@ Storage Types S8 Offline Import from External Device

-1 Snapshot Profiles ' Online Import from External Device
I

83 Data Migration from Dell PS Series or PowerVault MD3 to Dell EMC SC Series Storage using Thin Import | 3041-BP-EM  DELLEMC



Importing PS Series and MD3 VMware volumes

2. Click Next when prompted and select the ESXi host server to map the volume to. Click Next when
finished.

@, Online Import fromn External Device ®

Select Server to map to the destination volume
- Servers

3. If a Quality of Service (QoS) definition does not exist on the SC Series array, a prompt will appear to
create one. Click Yes to continue. The import process will not proceed until a QoS node is defined
and selected.

x

Mo QoS5 nodes have been defined for the Sterage Center (SC 23).

Would you like to create one now?

Yes Mo

Note: The purpose of the QoS definition is to limit or throttle the bandwidth available to the thin import
process, as the import process will use all available bandwidth to transfer data. Allocating too much
bandwidth to the process can be detrimental to overall system performance. Allocating too little bandwidth will
cause the import process to run slowly. If possible, test the process and monitor system performance to
determine the proper bandwidth allocation.

4. Assign a name to the QoS definition. Enter a link speed that is equivalent or less than the line speed
of the iSCSI network connecting the PS Series and SC Series arrays. When enabled, the Bandwidth
Limited option allows daily scheduling of bandwidth allocation in one-hour increments.

B Create Replication QoS >
Create
Name Thin Import QoS Definition
Link Speed 10 Ghps

Bandwidth Limited Enabled

5. Click OK when finished.
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6. Configure attributes for the destination volume such as the Name, Volume Folder location,
Snapshot Profiles, Data Reduction Profile, and QoS Node definition. Click Next.

Note: The import process includes the option to import data to the lowest tier of storage. It is a best practice
to leave this option enabled because importing data into tier one can cause performance problems and
potentially fill all available tier one space.

@, Online lmport from External Device >
External Device
Name tssrv306-ds
Volume Attributes
Mame Import 1 from teerv305-ds1
Size 500.01 GB
WVolume Folder Elﬁ Volumes
Notes A
W
Snapshot Profiles E Daihy Change
Data Reduction Profile | Deduplication with Compression s
Import to lowest tisr
QoS Node #Thil‘l |I'I1|J-Ell't QeS Definition ot Create QoS Node
Allow the Storage Center to automatically determine the Controller to activate the Volume on
Server Bl TSSRVI06
7. Review the import settings and click OK to start the import.
@, Online Import fromn External Device X

Warning

ou are importing data from an external device with a size of 500.01 GB. The import could consume up to 500.01 GB of
space on the Sterage Center regardless of how much data has been written to the external device.

Import Velume Import 1 from teerv306-ds1 from External Device tssrv306-ds

Destination Wolume ﬂ Import 1 from ts=rv306-ds1

Yolume Size 500.01 GB
External Device Mame %7 tssrv306-ds1

External Device Size  500.01 GB

(os Node # Thin Import QoS Definition
Import Type Copy
Server Bl TSSRV306
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8. While the import process is running, monitor the progress in the volume details window. Click the
refresh icon to update the progress.

B tssv306-ds1
Index 83 Serial Number  6019CBC154DDETB26CT0550DCEETBIER
Status Up Vendor EQLOGIC
Size 500.01 GB Vendor Spec  2bfd1201
Mapped Yes
Import
External Device Status Volume Controller  Replication QoS Node Import State % Complete  Amount Remainin
tesry306-dsi Up Import 1 from tssre306-ds1 SN 60708 Thin Import QoS Defi... Running 45242 C
< >
Server Connectivity Server Folder Path Mapped Via LUN Requested  LUN Used Read Only
<l TSSRV306 Up Server [ 1 No

9. When the import starts, the External Device Mappings tab shows the PS Series or MD3 volume is
mapped to the server.

He» _ : N :
2 TSSRV306 [ Show | & Create Wolume 53§ Create Muttiple Volumes | ) Edit Settings & Map Volume to Server &/ Remove Mappings
! S5C25
= 3C
E’ﬁ Volumes Index 5 Server has not used any disk space on the Storage Center
B2 ViMware Connectivity Up

@ Import 1 from tzsrv30 Type Physical
Recycle Bin Port Type iSCsl
=8 e Servers Cperating System WMware ESXi6.0

Server Folder Servers
(-4 Remote Storage Centers

g Remote PS Groups Server HEBAs
=+ @® Fault Domains
[-[) Fibre Channel Name Port Type Connectivity
k- iscs! J# ign.1998-01.com vmware:tssrv306-529cadad isCs Up

g iI3CS| Domain 1

L g iSCS| Domain 2
£ Disks

External Devices

B[ 10.10.81.10

L tserv306-det
[ @ Storage Types
[+-[5 Snapshot Profiles
(-7 Storage Profiles

[}
=3

External Device Mappings Connectivity Volumes Protocol Endpoints Historical Usage

External Device Connectivity Mapped Via LUN Reguested  LUN Used Read Only
L tssrv306-dsi up Server NiA 1 No

Mapping Details

External Device Status Tranzport Server HBA Controller Port LUN Re:
ﬁ tssrvi0s-ds1 Up iSCSsl ign.1998-01.com.vmware:tssrv306-629cadad 5S000D31000ED233B 1 No
ﬁ tz=rv306-ds1 Up iSCSI ign.1998-01.com.vmware:tzerv3i06-629cadad 5000D31000EDZ33E 1 No

Note: In the case of an offline import, upon successful completion of the import process, the new volume on
the SC Series array can be mapped to the ESXi host and the following steps can be performed.

10. Return to the vSphere Client, select the ESXi server, and click the Configuration tab. In the
Hardware pane, select Storage Adapters.
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11. Right-click the iSCSI software adapter and select Rescan.

es | Resource Allocation ! Perfformance  JeliilsMEWb ' Tasks & Events | Alarms | Permissions | Maps

Storage Adapters

Device | Type | wwn |
i5C5I Software Adapter

{ wvmhba37 iSCSI |
Patsburg & Port SATA AHCI Controller Rescan _I

(& vmhbal Black 5CSI Properties...

{3 wvmhba3z Block 5CSI Remove

& wmhba33 Block SCSI

12. In the Hardware pane, select Storage. In the right-hand corner of the Storage view, click Add
Storage.
13. Verify the Storage Type is Disk/LUN and click Next.

(&) Add Storage — O x

Select Storage Type
Specify if you want to format a new volume or use a shared folder over the network.,

=l Disk/LUN —Storage Type
Select Disk/LUN
Current Disk Layout
Properties
Formatting
Ready to Complete " Network File System
Choose this option if you want to create a Network File System.

+ Disk/LUN
Create a datastore on a Fibre Channel, iSC5I, or local SCSI disk, or mount an existing VMFS vaolume,

IE Adding a datastore on Fibre Channel or iSCSI will add this datastore to all hosts that have access
to the storage media.

14. Select the disk labeled COMPELNT iSCSIDisk that matches the name of the volume to import. Scroll
to the right to see the VMFS Label (volume name). Click Next.

(&) Add Storage - O x

Select Disk/LUN
Select a LUM to create a datastore or expand the current one

B Disk/AUN . .
Name, Identifier, Path ID, LUN, Capacity, Expandable or VMFS Label c... = I Clear
Select Disk/LUN ! ! r LUN, Capaciy, Bep
Current Disk Layout Name -+ | Identifier | PathID |LUN | Drive..| Capacity | VMFS Label
Properties COMPELNT Fibre Chan... naa.6000d.. wmhba2.. 0 Non-S.. 15000 GB
Formatting

COMPELNT Fibre Chan... naa.6000d.. vmhbal...
COMPELNT Fibre Chan... naa.6000d.. wmhbal...
COMPELNT Fibre Chan... naa.6000d.. wmhbal...
COMPELNT Fibre Chan... naa.6000d.. wvmhba2..
COMPELNTISCSI Disk... naa.s000d.. ign.2002...

Maon-5..  120.00 GB
Non-5..  120.00 GB
Mon-5..  120.00 GB
Maon-5..  120.00 GB
Non-5...  500.01 GB TSSRVW306-DS1-EQL

Ready to Complete

(= IS I SV X'
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15. Select Keep the existing signature and click Next. Click Finish to add the SC Series volume to the
ESXi host server.

(&) Add Storage — O x
Ready to Complete
Review the disk layout and dick Finish to add storage
Disk/LUN Digk layout:
Ready to Complete
Device Drive Type Capadty L
COMPELNT iSCSI Disk {naa.6000d... Mon-55D 500,01 GB 1

Unknown

Primary Partitions Capadit
Free space 1.00 MB

WMFS [COMPELNT i5CSI Disk (naa.... 500.01 GB
File system:
Properties Extents

Datastore name:

Formatting
File system:
Block size:
Maximum file size:

Signature
Original UUID: 02000 100006000431000ed2300000
Assign new UUID: Mo Format Disk: Mo

< Back | Einish I Cancel |

The SC Series volume will now show as a datastore.

View: |Datastores Devices

Datastores
Identification - | Status | Device |
g datastorel & Normal Local DELL Disk (...
a TSSRV306-DS1-EQL & Normal COMPELMNT iSCSL..
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16. To add the guests hosted on the datastore to inventory, right-click the datastore and select Browse

Datastore.
Datastores
Identification - | Status | Device
[ datastorel & MNormal Local DELL Dis

Ed TSSRV306-DS1-EQL

Browse Datastore...

Alarm 4

Rename

Unmount

Open in New Window...  Ctrl+Alt+N

Refresh
< Properties...
Datastore Details Copy to Clipboard Ctrl+C

17. Select a guest in the folders pane. Right-click on the .vmx file and select Add to Inventory.

@ Datastore Browser - [TSSRV306-D51-ECQL]

+
B e 8B X @
Folders |5earch| [TSSRV306-DS1-EQL] TSGUESTOO01
E|--[:| / Name Size | Type
ﬂ .sdd.sf B TSGUESTO01_1.wmdk 20,971,520.00 K Virtual Di
) .naa.6000d31000ed2300000001 | | @ TSGUESTOO1.wmdk 41,843,040.00 K Virtual Di
% .naa.5019cbc164dde Th26c705¢ TSGUESTI0 Lnvram 548KB Nomvola
TSGUESTOOL .
H TSGUESTO01.vmx —
: AC TsEUESTOO3 % vmware-3.og Add to Inventory
] TSEUESTO02 :
ﬂ £] vmware-2.og Go to Folder
ﬁ wmware-1.log Cut
§] vmwarelog Copy
[ TsGUESTOOl.vmsd
Paste
Inflate
Download...
Move to...
R
< > a ename
1 object selected 3.18 KB Mew Folder
| Total: 5 Formatting Delete from Disk

o [ S Lmare e
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18. Assign the guest a name and select the inventory location. Click Next.

(&) Add to Inventory - O *

Mame and Location
Spedfy a name and location for this virtual machine

Name and Location MName:
Host / Cluster TSGUESTO0L

Resource Poal

Ready to Complete Virtual machine (VM) names may contain up to 80 characters and they must be unigue within each

wCenter Server WM folder,

Inventory Location:
= @ vesitel.techsol.local

= |14 [Datacenter]

7] Discovered virtual machine

19. Verify the guest will be added to the ESXi host server, and click Next.

(2 Addto Inventory - O ot

Host [ Cluster
On which host or duster do you want to run this virtual machine?

Mame and Location B [y Datacenter
E Host [ Cluster @ VC5itel-Clusterl
Specific Host Il 172.16.27.36

Resource Pool
Ready to Complete

20. Click Finish to add the virtual machine to the ESXi server.
21. Repeat this process for any other virtual machines that are stored on the datastore.
22. To power on the virtual machines, right-click each virtual machine and select Power > Power On.

Bl [ vesitel.techsol.local TSGUESTO01
= Datacenter
@ CSitel-Clusterl Bl Ll Summary | Resource Allocation | Performance | Tasks & Event
= [{ 172.16.27.36
{5 [TSGUESTOM
&) TSGUESTO Power v [T Power on Ct+B ||
5 TSGUESTO Guest ' Power Off Ctrl+E
Snapshot 4 Suspend Ctrl+Z
= Open Console Reset Ctrl+T
EfF  Edit Settings... Shut Down Guest  Ctrl+D
£ Migrate... Restart Guest Ctrl+R
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Note: At this point, the virtual machines are in a usable state. As mentioned previously in this document, the
ESXi volume and associated virtual machines could experience increased I/O latency while the import is
running. When the import has completed, there may be a slight pause in I/O when all activity is moved to the

SC Series volume.

When the import has completed, the volume shown in External Devices folder will no longer show any
progress, and the external device mapping shown for the server will be removed. The Mappings tab
will now show the local SC Series volume mapped to the server.

o iSCSI Domain 1
g iSCS| Domain 2
i Disks
—}-|__| External Devices
B 10.10.81.10

L0 tesrvaDE-dst
Ja Storage Types
i[5 Snapshot Profiles
il Storage Profiles

Mappings

ol Endpoints

He» 2 TSSRV306 = Shuw| i@l Create Volume 3§ Create Muttiple Volumes | ) Edit Settings & Map Volume to Server S/ Remove Maj
Ere) 5C 25
= ﬁ Velumes Index 5 _ Total Disk Space 37.21 GB
E-Z3 VMware Connectivity Up Actual Space 29.63GB
- i@ Import 1 from tssrv308-ds1 | Type Physical 29.54 6B Active Space W 2054 GB (79.39%)
{@] Recycle Bin Port Type iscsl 2 Snapshot Space 96 MB  (0.25%)
=y Servers Operating System VMware ESXi6.0 RAID Overhead 7.57 GB (20.35%)
: (: b
%I TSSRVI0E Server Folder Servers Savings vs RAID 10 22.06 GB
t-_+ Remote Storage Centers
@ Remote PS Groups Server HBAs
~I-a Fault Domains
Fibre Channel Name Port Type Connectivity
B isCsl J# ign 1996-01 com vmware:tssrv306-529cadad i5Cal Up

Volume Connectivity Volume Folder Path Mapped Via LUN Requested  LUN Used Re
=l Import 1 from tssrv306-ds1 Up Vhware/ Server NiA 1 No
Mapping Details

Volume Status Transport Server HBA Controller Port LUN Read Only Operational State
ﬁ Import 1 from tessrv306-ds1 Up iSCSl ign.1998-01.com.vmware:t... 5000D31000ED233B 1 No Active/Optimized
ﬂ Import 1 from te=rv306-ds1 up iSCSI iqn. 1998-01_com.vmware:t. 5000031000ED233E 1 No Active/Optimized

23. Repeat the steps in this section (8.2.5) for any other PS Series or MD3 volumes that need to be
imported to the SC Series array. When all volumes have been imported, proceed to section 9 for
post-import steps.
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9 Post-import steps

Perform the steps in the section after all PS Series or MD3 volume imports have been completed. Be sure to
review the best practices guides to configure hosts properly: Dell EMC SC Series Storage and Microsoft
Windows Server 2016, Windows Server 2012 R2 Best Practices for Dell Compellent Storage Center, or Dell

EMC SC Series Best Practices with VMware vSphere 5.x-6.X.

9.1

Disconnect the SC Series array from the PS Series or MD3 array

This section details how to disconnect the SC Series array from the PS Series or MD3 array. Perform these

steps after importing Windows Server volumes or VMware volumes.

1.

In the Dell Storage Client, right-click the iSCSI fault domain used to remotely connect to the PS
Series or iISCSI-connected MD3 array and select Delete Remote Connection.

Hardware @ Charting @ Alerts @ Logs (7]

=g
=

E3]

=]

e
=
&
=]

E}-'a Storage Ty
- Replay Pro| &% Configure CHAP
[+-HF Storage Pri

He& s
=) sc2s
E}‘ﬁ Volumes

Henry - APKM Demo
Infrastructure_Do_Nc
KP

g Import 1 from &gk
g TSSAV301_S00C
-l TSSRW307_500C
MG-Virtualization
Microsoft

Unix

VMware

Recycle Bin

Servers

Fault Domains
Fibre Channel
iSCSl

£ Disks =] Show

External De

& ISCSI Domain 1

Index 5
Transport Type iSCSI

iSCSI Transport Mode Virtual Port
Target IPv4 Address 10.10.25.10

Gateway [Pvd Addresz  0.0.0.0
Subnet Mask
iSCSI Name

Port List

=-10.10.81.10

E Up
Up
Up

1 10.10.8 &7 Edit Settings

= eql

= eql

Create VLAM Copy
=4 Configure NAT Port Forwarding

Create Remote Connection

ﬁ Rediscover iSCS| Remote Connections

Dizcovery

255.255.0.0
ign.2002-03.com.compellent:5000d31000ed233%

Target IPv4 Address Status

Ix Delete Remote Connection

[l

MTU

Fault Domain Type
WVLAN ID
Class of Service Priority

iISCSI Name

2. Verify the address of the PS Series or MD3 array and click Finish.

@, Delete i5C51 Connection

Remote IPv4 Address
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Physical
Untagged
]
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3. The connection to the PS Series array is removed and the External Devices folder displays a status
of disconnected for all remote volumes.

Hardware 0 Charting Q Alerts Q Logs

He»
=% scos
o id Volumes
Henry - APM Demo
Infrastructure_Do_Mc
KP
i@ Import 1 from egl
& TS3RW301_500C
g TSSRW307_500C
MG-Virtualization
Wicrosoft
Unix
VMware
[ Recycle Bin
W Servers
=} @@ Fault Domains
=

Fibre Channel
iSCSI
----- & i5CSIDomain 1

E;..E isikis -

= Disconnected

&y eg-100gb-volume
“§ eg-20gb-volume
¢ eg-500gb-volume

ST TS

E}-[@ Replay Profiles

External Devices

Qos Nodes

External Devices

Name Revision Serial Number
“¢ eq-100gb-volume 2.0 6019CBC164D05...
“¢y eql-20gb-volume 2.0 6019CBC164DDF ...
“¢y eql-500gb-volume 2.0 6018CBC164D00...

Size Vendor

100 GB EQLOGIC
25GB EQLOGIC
500.01 GB EQLOGIC

4. Select all the volumes listed. Right-click the selection and click Delete.

@, Dell Sterage Client [172.16.2.125]

& s

Vendor Spec
7e9fd435
6a1ab553
Befade2¥

Refresh | Edit Us:

Hardware e

Charting Q Alerts 0 Logs e

He s
=% sc25
=R i Volumes

= Henry - APM Demo

Infrastructure_Do_Nc
KP
[@ Import 1 from egl
[ TSSRV301_S00C
[ TSSRV307_S00C
MG-Virtualization
Wicrosoft
Unix

External Devices

External Devices

Mame Revision Serial Number
“.¢3 eql-100gb-volume a0 6019CBC164005. .
“.¢% eql-20gb-volume 8.0 6019CBC164DDF...
"y eqh500gb-volurgg 0 6019CBC164000...

Size Wendor

100 GB EQLOGIC
25GB EQLOGIC
500.01 GB EQLOGIC

Wendor Spec
Teofd435
Galab553
Gefade2?
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5. Click OK to permanently delete all disconnected external volumes.

@, Delete

Are you sure you want to permanently delete the following external devices?

Name
“ eg-100gb-volume
“§ eql-20gb-volume
¢ eg-500gb-volume

Revigion Serial Number Size Vendor Wendor Spec
2.0 6019CBC164005... 100 GB EQLOGIC Tedfd43s
8.0 6019CBC16400F... 25 GB EQLOGIC B6alab553
2.0 G6019CBC164000... 500.01 GB EQLOGIC Gefade2?
®¥ Cancel

Note: The PS Series or MD3 Series volumes are only removed from the SC Series array, and still remain on
the PS Series or MD3 array.

6. When the external volumes are deleted, the External Devices folder is automatically removed.

H&
=-ESeas
=g Volumes

- Henry - APM Demo
Infrastructure_Do_Mc
KP
- i@ Import 1 from egh
- i@ TSSAV301_S00C
- & TSSRV307_500C
MG-Virtualization
Microsoft
Unix
WViware
Recycle Bin
Servers
Fault Domains

Fibre Channel

iSCSl

L. g 5CSI Domain 1
= Disks
Storage Types

e
&

Fédl m

[}
i}

L]

Hardware Q Charting Q Alerts Q Logs Q
£ scas o
Available Space  23.99 TB Free Space 8.837TB (37.01%)  Storage Alert Threzhold 10%
Allocated Space  21.717TB Used Space B 15.117TB (62.99%)
System Space M 76872 MB (0%)

m Last Week ﬂ Last Month @ Last Year @ Custom
SC 25 Historical Storage Usage

25000

22500

20000

17500

15,000

un])
& 12500

PS Series only: If desired, remove any access policies created for SC Series access on the PS Series array,
as well as revoking shared access (allow simultaneous connections from initiators with different IQNSs) on
volumes that were imported.

MD3 Series only: If no further imports from the MD3 array are to occur, the SC Series server host object on
the MD3 array should be removed. Removing the SC Series server host object automatically removes any
volume mappings to the SC Series array. To remove the SC Series server host object, perform the following

steps:
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1. Connect to the MD3 array using the PowerVault Modular Disk Storage Manager (Array
Management window).
2. Click the Host Mappings tab.

mD3200i ¥ optimal

Summary Performance Storage & Copy Services QUEQLEWCLLE] Hardware Setup

Find object in tree 48 | |Defined Mappings
. Virtual Disk Mame Accessible By
=i Storage Array MD3200i
? - %ﬁccess Default Group
i Undefined Mappings [ Access Host DUFF2
%[ Default Group [ KP_Test Host SC284

Unassociated Host Port Identifiers | @ Access Host SC284
[ @ Host 5C284
" [ Host DUFF2

3. Inthe left window pane, right-click the SC Series server host object and select Remove.

MD3200i W Optimal

Summary Performance Storage & Copy Services LIdLETGGEY Hardware Setup

Find object in tree 4 |Defined Mappings
- _ virtual Disk Name Accessible By
=l Storage Array MD3200i
o _ [ KP_Test Host SC284
~jgg Undefined Mappings [ Access Host SC284

%II Default Group

! Unassociated Host Port [dentifiers
E T Hostscs

Define Storage Partition...
[ HostDUFF2
Add LUN Mapping...

Change Host Operating System...
Manage Host Port Identifiers...
View Unassociated Host Port [dentifiers

Move...
Rename...
I Remove... I

Properties
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4. Type yes and click OK to delete the host.

i MD3200i - Remove

You are about to remove the host SC284. Any virtual disk-to-LUN
! . mappings associated with this host will also be removed.

The host identifiers for this host will become associated with the
Default Group and share access to its vitual disks. This may cause
unintentional access to these virtual disks, so it may be better to use
the Replace Host Identifier or Move Host Identifier option instead.

Are you sure you want to continue?

Type “yes™ to confirm that you want to perform this operation:

yes|

| OK | | Cancel |

The host is removed and all mapped volumes are returned to the disk pool.

96  Data Migration from Dell PS Series or PowerVault MD3 to Dell EMC SC Series Storage using Thin Import | 3041-BP-EM  DEALEMC



Additional resources

A Additional resources

A.l Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.

Dell TechCenter is an online technical community where IT professionals have access to numerous resources
for Dell EMC software, hardware, and services.

Storage Solutions Technical Documents on Dell TechCenter provide expertise that helps to ensure customer
success on Dell EMC storage platforms.

A.2 Related documentation

Table 1 Referenced or recommended resources
Vendor Resource
Dell Dell Storage Manager Administrator’s Guide on the Knowledge Center at the SC
Series customer portal (login required)
Dell Dell Storage Center SCv2000 and SCv2020 Storage System Deployment Guide on
Dell Support
Dell Dell PS Series Configuration Guide
Dell Dell EqualLogic Group Administrator’s Guide on PS Series support
Dell Windows Server 2012 R2 Best Practices for Dell Compellent Storage Center
Dell Dell EMC SC Series Storage and Microsoft Windows Server 2016
Dell Dell EMC SC Series Best Practices with VMware vSphere 5.x-6.x
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