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Executive summary

Configuring the newly added servers for a boot from SAN operation is often a repetitive and a time-consuming
process in a data center.

Using Dell OpenManage Enterprise, the newly added systems can be configured easily to operate in a
specific SAN protocol.

Dell OpenManage Enterprise optimizes this process for the following scenarios:

1. Configuration of servers to support Boot from SAN using iSCSI, FCoE or FC protocols.
2. Migration of workloads amongst identical servers in case of failures.

In this whitepaper, we describe the configuration of boot from SAN on a target server for the iSCSI and FC
protocols using OpenManage Enterprise.
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Boot from SAN operation using OpenManage Enterprise —
basic requirements

The following requirements must be met to configure the newly added servers for a boot from SAN operation
using OpenManage Enterprise:

¢ An active OpenManage Enterprise Advanced license is needed. For more information on OpenManage
Licenses, see OpenmanageEnterprise Licensing Guide.

o For PowerEdge servers with iDRAC version lesser than 2.52.52.52, SMBv1 should be enabled in
OpenManage Enterprise. For instructions on enabling SMBvV1, refer the Openmanage Enterprise
documentation
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https://www.dellemc.com/en-us/collaterals/unauth/offering-overview-documents/products/servers/openmanage_enterprise_licensing_guide.pdf
https://www.dell.com/support/home/yu/en/yubsdt1/products/software_int/software_ent_systems_mgmt/ent_sys_mgmt_openmanage_enterprise.
https://www.dell.com/support/home/yu/en/yubsdt1/products/software_int/software_ent_systems_mgmt/ent_sys_mgmt_openmanage_enterprise.

Configure boot from SAN operation using OpenManage
Enterprise — overview

OpenManage Enterprise provisions the configuration of servers to support boot from SAN using iISCSI, FCoE
or FC protocols using the ‘stateless’ computing concepts. It applies virtual identities like virtual iISCSI MAC
address, user-defined iSCSI IQNs and iSCSI IP addresses. Similarly, in case of FCoE and FC protocols,
OMEnterprise applies virtual identities such as FIP MAC address, virtual Worldwide Port Name to the target
servers.

Virtual identities or user-defined identities are required to ensure that the LUNs on which the operating systems
are installed are not physically attached or ‘tied’ to a target server. In the event of a server failure, these virtual
identities can be quickly moved to another identical server with a minimal impact on operations.

OpenManage Enterprise uses the existing template deployment feature to accomplish the boot-from-SAN
configurations on the target servers. Please refer the Deployment whitepaper for more details.

The following sections describe the configuration of Boot from SAN on a Target server for iSCSI and FC protocol
using OMEnterprise.
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Configure boot from SAN with the iISCSI protocol

The following steps are used to create an iISCSI SAN configuration.

Step 1: Create a base system.

A 'base system' is an existing server discovered in OME, which is already configured or is readied for a one-
time boot from SAN configuration. The template derived from this system is treated as a 'golden’ template and
is used for deployment on the newly added servers.

Step 2: Capture template from the base system.

Step 3: Create and associate virtual identities to the template.

Step 4: Attach a Boot to Network ISO image for deployment.

Note: The ISO image can be customized to contain a ‘kickstart’ file so that the OS installation can go unattended.

Step 5: Deploy the template to the newly added servers.

Create a base system

Creation of a Capture Identity Pool Associate Deploy Template Booting to SAN
Base System Template Creation Identities ploy p via iSCSI

System setup is an integral part of 'stateless’ deployment. The CNA card of the base system must be
configured to enable the iISCSI boot protocol which is essential for iISCSI boot from SAN. Disabling the iSCSI
parameters via DHCP and TCP/IP parameters via DHCP allows OpenManage Enterprise to assign
mandatory identities required for iISCSI boot.

Creation of a base system setup is a onetime manual task. This system setup must be done accurately as
OpenManage Enterprise replicates this 'golden’ configuration on equivalent devices and the success of
further deployments depends on the accuracy of this configuration.

If the base system is not already setup for boot from SAN using iSCSI, follow the below mentioned
configuration guidelines.

As an example, the base system is setup using the following hardware configuration:

» Server used: MX840c
» CNA used: QLogic QL41262HMKR.

Note: Different vendors have various methodologies to configure Boot from SAN. Refer to the vendor-
specific documentation for more details.

Note: Ensure that both the iSCSI initiator and the target are on the same network and can reach each
other.

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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To configure the iSCSI boot parameters on the base system:

1. Configure Virtualization mode as NPAR under Device Level Configuration.

NPAR technology is implemented on modern Broadcom and QLogic CNAs which allows splitting a single physical
NIC in to multiple NICs. Hence this configuration is vendor specific, see the documentation provided by the
vendor for more details.

2.

3.

Set Boot Protocol as UEFI iSCSI HBA under NIC Configuration.

Enable iSCSI Offload mode under Partition 3 Configuration.

Help | About | Exit

NIC in Mezzanine 1A Port 1: QLogic 2x25GE QL41262HMKR CNA - 00:20:04:18:89:0A

Main Configuration Page « iSCSI Configuration « iSCS| General Parameters

TCP/IP Parameters via DHCP s a @ Disabled O Enabled
iSCS| Parameters via DHCP - = 2 - @ Disabled O Enabled
CHAP Authentication - @ Disabled O Enabled
HAP Mutual Authentication @ Disabled O Enabled
IP Wersion @ IPv4 O IPv6
DHCP Vendor ID [aLGCIsAN
{BA Boot Mode Enabled
Virtual LAN Mode - o o - o @ Disabled O Enabled

Virtual LAN ID

Set the iISCSI General Parameters for Static iISCSI Boot Configuration - Disable TCP/IP Parameters
via DHCP and iSCSI Parameters via DHCP.

5. The iSCSI Initiator parameters contains the Initiator IP Address, iISCSI Name etc. These values are

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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not assigned via DHCP, as the General parameters are set to static.

DEUALLEMC em Setup Help | About | Exit

NIC in Mezzanine 1A Port 1: QLogic 2x25GE QL41262HMKR CNA - 00:20:04:18:19:0D

Main Configuration Page « iSCS| Configuration « iSCSI Initiator Parameters

IP Address s [100.97.133.28]

Subnet Mask [255.255.252.0

Default Gateway - = = = = = = \100.97.133.1

Primary DNS [100.97.120.41

Secondary DNS \100.97‘129.12

ISCSIName \\qﬂ.1994-02.c0m.dell:\sc;unmatorooo0003
CHAP ID I

CHAP Secret \

DEALEMC



6. The iSCSI target parameters contain the Target IP address, Boot LUN, iSCSI Name etc. These values
are not assigned via DHCP, as the General parameters are set to static.

DELLEMC Sy Setup Help | About | Exit

NIC in Mezzanine 1A Port 1: QLogic 2x25GE QL41262HMKR CNA - 00:20:04:18:19:0D

Main Configuration Page « iSCSI Configuration « iSCSI First Target Parameters

(CEIAER e e () Digabled @ Enabled

IP Address \100.97.134,11

TCP Port o [3260

Boot LUN [o

iSCSIName ‘\qn.1988—11.c0mde\|:01.array.bc305bf056fe
CHAP ID \

CHAP Secret \

7. Once the Initiator and Target iISCSI parameters are configured, the base system is then available for
connection with the storage target LUN. However, this configuration uses the physical identities
hardwired to the NIC card and the data is prone to loss in case of failure.

OpenManage Enterprise, using ‘stateless’ computing, assigns virtual identities for each iSCSI
parameters and ensures no identities are tied to the server.

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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3.2

10

Capture the base system template

Creation of a Capture Identity Pool Associate D — Booting to SAN
Base System Template Creation Identities pioy P via FC

In this step, a configuration template of the ‘base’ system is captured by OpenManage Enterprise. This
template is used for setting up the target servers’ system configuration after the necessary identity pool and

target attributes required for booting from SAN are associated.

The below mentioned steps need to be followed for the capture the template of the base system:

1.
2.
3.

4,

Go to the Deploy page by clicking Configuration > Deploy.

Click Create Template and select From Reference Device to activate the Create Template wizard.
In the Template Information section enter a unique Template Name, add a description and for

Template Type select the Clone Reference Server option. Click Next.

In the Reference Device section, click Select Device to select the device whose configuration properties
must be used for creating the new template.

Note—Alternatively, you can select the target by entering the device name or service tag in the Advanced Filters
dropdown.

5.

In the Configuration Elements section, select the check boxes corresponding to the device elements
that must be cloned. You can select to clone the server properties such as iDRAC, BIOS, Lifecycle

Controller, and Event Filters. By default, all elements are selected.

o

Device Selection

Selected Device: idracpub publicnat.in

Configuration Elements

Elements to Clone ¥ IDRAC
+ BIOS
# System

* NIC:

* Lifecycle Controller

* RAID

¥ Event Filters

& Note: Both iDRAG snd NIC setiings need 10

6. Click Finish. A job is created. To view the progress and the execution history of the job, click the Jobs
tab under Monitor, select the respective job, and click on the View Details on the right pane. Once the
job is successfully completed, the ‘base’ system template is listed on the Deploy page (Configuration >

Deploy).
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3.3 Create an iSCSI-defined identity pool

Creation of a Capture Identity Pool Associate D — Booting to SAN
Base System Template Creation Identities ploy P via iSCSI

An ldentity Pool provides a collection of unique attribute values such as MAC Address, IP Address, WWPN,
WWNN, and so on for Ethernet, iISCSI, FC, and FCoE. The physical hardwired identities are replaced by user
defined initiator identities which help in keeping the data image of the LUN mobile and portable to another
identical server in case of failure.

An iSCSI identity pool consists of the ethernet MAC address for the NIC port supporting ethernet functionality
and the iISCSI MAC address for the NIC port/partition supporting the iSCSI boot protocol. Identity pool allows
the user to provide the necessary attribute values required for iISCSI Boot from SAN.

OpenManage Enterprise allows the user to create an Identity pool with a range of identity attributes as desired,
which is then automatically assigned to corresponding NICs during deployment.

The below mentioned steps need to be followed to create an iISCSI-defined identity pool:

1. Go to the Identity Pools page by clicking Configuration > Identity Pool.
2. Click Create to activate the Create Identity Pool wizard.
3. Onthe Pool Information page, enter a unique Pool Name and Description (optional). Click Next.

(729 4
Pool Information
Pool Name iSCSI-Identity Pool
Description
11 Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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4. On the Ethernet page of the wizard, select the Include virtual Ethernet MAC Addresses check box and
enter a unique Starting Virtual MAC address and the range in Number of virtual MAC Identities. Click
Next.

v
# Include virtual Ethernet MAC Addresses

Starting virtual MAC Address ‘ 00:20:04:18:19:00 ‘ o

Number of Virtual MAC Identities ‘ 500

4

Step 2of 5

5. On the iSCSI page, Select the Include virtual iISCSI MAC Addresses check box and enter a unique
Starting Virtual MAC address and a range for Number of iSCSI MAC addresses. Select the Configure
iSCSI Initiator to enter the IQN Prefix and enable the iSCSI Initiator IP Pool check box and enter the
range of iISCSl initiator IP Pool detalils.

v
# Include virtual iISCSI MAC Addresses
v

Starting virtual MAC Address 00:29:07:18:18:00 ‘ o

iscsl
Number of iISCSI MAC addresses ‘ 500 ‘

# Configure iSCSI Initiator

IQN Prefix

iqn.1994-02.com.dell:iscsiinitiator ‘

# Enable iSCSI Initiator IP Pool

IP Address Range 100.97.133.2-100.97.133.50 ‘

Subnet mask 255.255.252.0 v

Gateway 100.97.133.1

Primary DNS Server

Secondary DNS Server 100.97.1 29.12]

100.97.129.11 ‘

Step3of5

6. Click Next and Finish to complete the identity pool creation. The Identity pool summary gives the details
of the added Identity attributes.

12 Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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3.4
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Associate the iISCSI-defined identity pool with the captured base
system template

Creation of a Capture Identity Pool Associate Baille Ty Booting to SAN
Base System Template Creation Identities ploy P via iSCSI

Identity pool association is a critical step in the ‘stateless’ deployment. In this step, the base system template
is linked with the iISCSI identity pool, which would be applied to the target servers’ NIC ports during
deployment. Link establishment to SAN target using virtual identities keeps the data image of the LUN mobile

and portable to another identical server in case of failure.

Note: Post deployment, the associated Identity pool is attached to the Server Template and cannot be modified.

The below mentioned steps must be followed to associate an identity pool to a template.

1. Go to the Deploy page by clicking Configuration > Deploy.

2. Select the base system template and click Edit Network.

3. Select the iSCSI Identity pool from the Identity pool dropdown.

/ Edit Network

Template Name
Template Type
Identity Pool

Number  NIC Identifier

iSCSI Template

Server

iSCSI-ldentity Pool

@ Selecting an identity pool for this template will enable identity optimization and identity persistence policy attributes. The persistence policy will be

set to maintain identities during power events.

Port

3 NIC in Mezzanine 18 1

2

1 NIC in Mezzanine 1A 1

7 NIC in Mezzanine 28 1

O Bandwidth settings are only applicable to partitioned NICs

Untagged Network Tagged Netwark

Select VLAN v Select VLAN(s)~

Select VLAN M Select VLAN(s)~

Select VLAN

| Hl!

Select VLAN v Select VLAN(s)~

1

1

1

v

Partition  Min Bandwidth (%)

N/A

Max Bandwidth (%)

N/A

N/A

l 100

[0

[0

[ 100

| 100

| 100

| 100

| 100

N/A

| Finish

‘ Cancel ‘

4. Click Finish to associate the iISCSI identity pool with the base system template.
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3.5 Deploy the base system template

Creation of a Capture Identity Pool Associate D s Booting to SAN
Base System Template Creation Identities pioy D via iSCSI

Deploying templates is the process of applying configuration settings to remote devices. In this step the captured
base system template along with the associated Identity pool is deployed on the selected identical targets. The
user can reserve the identities for the deployment and provide SAN boot target attribute values required to
connect to the storage array.

Once the template is deployed, the target servers can be associated with the storage array and boot to the
specified LUN successfully. The following steps need to be followed for deployment of a template on identical
target devices:

1. Go to the Deploy page by clicking Configuration > Deploy.
2. Select the created ‘base’ system template from the list and click on Deploy Template to activate the

Deploy Template wizard.

Bl Deploy Template: iSCSI Template 9 X
.
Select Devices
Boot to Netwc S v

Select the devices to deploy this template on

v
Warning! This action is potentially destructive. This operation is recommended for bare metal

devices only.
For production devices, use the template compliance remediation workflow.

1 Devices Selected

Host OS Reboot Options (if reboot is required)
Do not forcefully reboot the host 0S

Step1of 5
Next Cancel

3. Select one or more identical target devices on the Target page. Click Next.

14 Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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4. The Boot to Network ISO page allows you to install the specified OS post deployment.

a. Select the Share type as CIFS/ NFS.

b. Provide the path to the OS image in the ISO path input box in “/OS-Images/OS-file.iso” format.
c. Provide the Share IP address and Credentials that can be accessed from OM Enterprise console.

H Deploy Tempiate: temp840c

Target v
_ Enter IS0 File and File Share Information
Specyhe ful 50 ph and e shareocston
il ement 2 v

¥ Bootto Network 150
v

Share Type

Yors
Onrs

150 Information

ax

I50Peth [Shere/0SHimeges RHELT 4iso

Share Information

Share P Address 10001

Usemame oot

Password

Seplofd

Note: Providing Boot to Network ISO is optional if the Storage LUN already has an Operating System installed.

5. Click Next. On the Virtual Identities page, click on Reserve Identities. The associated identities are

reserved for each port of the NIC.

I Degloy Template: iSCSI Temglate

Virtual Identities and Boot Options
v
Virtuat

v
s

SELECTED DEVICES (1) NIC in Mezzanine 1A

o Xx

@ idrecpun ‘ > Port1 © Anention Required

‘)Porﬂ

NIC in Mezzanine 1B

‘ > Portl

‘)PDI"Q

NIC in Mezzanine 2A

‘ > Portl

‘)Porﬂ

NIC in Mezzanine 2B

‘ > Portl

‘>Porﬂ

s ] [ ] oo ]

An ‘Attention required’ note is displayed against the port to which the target attributes should be added.
Provide the Storage array iSCSI Name, Boot LUN ID, Storage Controller iSCSI IP address, and TCP

port number.

Note: The target value should be provided only if the iISCSI parameters via DHCP was set as static in System

setup.

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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Bl Degloy Template: 1ISCSI Termplate ox

Virtual Identities and Boot Options

Virtual Ident’ty Pool iSCS-dentity Pool

‘ > Port2

idracpub NIC in Mezzanine 1A

‘ ~ Portl |

Network Settings

iSCSI IQM: ign.1994-02.com.delliscsiinitiztor0000003 Initiator IP: 100.97.133.25
PARTITION TYPE VIRTUAL MAC ADDRESS VIRTUAL WWPN VIRTUAL WWNN
Ethemet 00:20:04:18:19:0D

Ethemet

1

3 isC3l

4 Ethemet 00:20-04:18:19:0F
Boot Options

First Target

T
IP Address  100.57.134.11

iSC3IName [qn.1888-11 com dell01 array bc3056f0]

TCR Port 3260
-

Step4ois

Fredous | [ nea | [ Fmsn | [ cance

With the completion of reserve identities, all the iISCSI supported NIC ports are intended to be auto assigned

with virtual iISCSI MAC address, IQN and IP address. User can manually enter the first and second storage
target array details.

6. On the Schedule page, select the option Run Now to run the deployment job immediately or select a
convenient date and time to schedule the deployment.

Note: After the completion of deployment job, the physical identities of the target server/s such as iSCSI MAC
address, IP address, IQNs are replaced by the reserved virtual identities from the Identity pool.

The benefit of the virtual Identities is to ensure that the LUN on which the Operating systems are installed is

not physically attached or ‘tied’ to a target server. In case of failure, these virtual Identities can be moved to
another identical server with a minimal impact on operations.

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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3.6 Boot to SAN via iSCSI

Associate
Identities

Creation of a
Base System

Capture
Template

Identity Pool
Creation

Booting to SAN
via iSCSI

Deploy Template

After a successful deployment of the base system template, the ‘initiator’ parameters from the identity pool are
associated to the target server ports making them ready for an iSCSI boot from the associated 1SO image. The
progress of the Deployment job is displayed on the Task Execution page as shown below.

3) rhel62 - rhel62 | RAID.Integrated.1-1 |

# Summary

Action : Deploy Template

Acton State : Operation Successful

Target Job Status :Informational : SYS053 —> Successfully imported and applied Server Configuration Profile.
Recommended Action : No response action is required.

====== Deploy Template Completed on : G9ZNIM2 ======

No Identities assigned, validation skipped.

# Starting prechecks

...LC status good.

====== Starting Boot to Network ISO ======

....Boot to Network ISO is in progress.It will take few minutes to complete.
....Boot to Network ISO is in progress.It will take few minutes to complete.
....Boot to Network ISO is in progress.It will take few minutes to complete.
....Boot to Network ISO is in progress.|t will take few minutes to complete.
....Boot to Network ISO is in progress.|t will take few minutes to complete.
....Boot to Network ISO is in progress.|t will take few minutes to complete.
....The command was successful.

....Boot to Network ISO completed.

....1SO will be detached after 24hr automatically by the target.

Inventory will be updated for 1 devices.

After the Post Deploy Inventory Task completes, please allow up to 30 seconds for inventory data to be updated.
Completed

The iSCSI Initiator parameters such as the IP address and iSCSI Name, that had 0.0.0.0 values prior to
deployment, are successfully associated with the attribute values from identity pool assignments after the base
template deployment to be efficiently connected to the storage array.

DEALEMC em Setup Help | About | Exit
NIC in Mezzanine 1A Port 1 QLogic 2x25GE QL41262HMKR CNA - 00:20:04:18:19:0D

Main Configuration Page « iSCSI Configuration « iSCSI Initiator Parameters
IP Ar@ss worerermssssss e [100.87.133.25]
Subnet Mask [255.255.252.0
Default Gateway \100.97.133.1
Primary DNS [100.97.129.1
Secondary DNS ‘100.97.129.12
ISCSI Name \\qn.1994-02.c0m.dell:\5c5unit\ator0000003
CHAP ID \
CHAP Secret \

17 Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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Similarly, the iISCSI target parameters such as the IP address and iSCSI Name, that had 0.0.0.0 values prior to
deployment, are also successfully associated with the attribute values from identity pool assignments to be

efficiently connected to the Initiator.

DEALEMC < am & Help | About | Exit

| NIC in Mezzanine 1A Port 1. QLogic 2x25GE QL41262HMKR CNA - 00:20:04:18:19:0D

Main Configuration Page « iSCS| Configuration « iSCSI First Target Parameters

CONMBCE - (0y Disabled @® Enabled

IP Address - = & o |1UU.97.134.11

TCP Port - [3260

BOOL LUN v - - - [0

[ s R T R ||qn.1988-11.comAde\I:Ularray.chOSbeSﬁfe
[T =1 R — . . - |

The Host is successfully discovered in the storage array and the volume with specified LUN ID is mapped to the

host.

DYLEMC ME4012 Systen: lex-me1 ) 20191120 e T

ME Storage Manager Version: GI275R005-04 3 e 114445 § Session: 29:36

= MAPPING

Home Clear Filters SO Show 20 ¥ | Showing 1 to 1 of 1 entries(1 selected) E]@
E Group.Host Nickname A 57| Volume A 7| Access ! LN Y Ports Y

iqn. 1883-07.com dell1scsi543210000003 ISCSI Volume read-write 0 0,123

Mapping

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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Server boots into the OS and the LUN is visible for installation.

Where do you want to install Windows?

| Name | Total Size| |
o Disk 0 Partition 1: System Reserved 100.0 MB
"Q Disk 0 Partition 2 999 GB
7 Disk 1 Partition 1: New Volume 100.0 GB 999 GB Primary
44 Refresh Drive options (advanced)
§* Load Driver

L

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
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4 Configuring servers for boot from SAN with FC Protocol

The following steps are used to create an FC SAN configuration.

Step 1: Create a base system.

A 'base system' is an existing server discovered in OME, which is already configured or is readied for a
one-time boot from SAN configuration. The template derived from this system is treated as a 'golden’
template and is used for deployment on the newly added servers.

Step 2: Capture template from the base system.

Step 3: Create and associate virtual identities to the template.

Step 4: Attach a Boot to Network ISO image for deployment.

Note: The ISO image can be customized to contain a ‘kickstart’ file so that the OS installation can go unattended.

Step 5: Deploy the template to the newly added servers.

4.1 Creation of a base system for a boot to SAN on the FC protocol

Creation of a Capture Identity Pool Associate Deploy Template Booting to SAN
Base System Template Creation Identities ploy P via FC

System setup is an integral part of 'stateless' deployment and is a onetime manual task. As
OpenManage Enterprise replicates this 'golden’ configuration on equivalent devices, the success of
further deployments depends on the accuracy of this configuration.

If the base system is not already setup for boot from SAN using FC, follow the below mentioned
configuration guidelines.

As an example, setting up the base system using the following hardware configuration:

» Server used: MX840c
» FC card used: Emulex LightPulse LPm32002-D

Note: Different vendors have various methodologies to configure Boot from SAN. See the documentation
provided by the vendor for more details.
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Follow the below mentioned steps to configure the FC Boot parameters of the base system:

1. Enable the Set Boot from SAN on all the FC ports.

Note: The storage target WWPN is entered, and the Fiber devices are scanned manually. However, this section
will be later automated by OpenManage Enterprise in deployment process.

Help | About | Exit

7 Fibre Channel in Mezzanine 1C: Port 0: Emulex LightPulse LPm32002-D 2-Port 32Gb Fibre Cha - FC

Port Configuration Page

001 LPm32002-D PCle8.0Gb/s, x8
LPm32002-D Port Name : 2001002904196400
Seg#: 00 Bus#: 45 Dev#: 00 Func#: 00

Set Boot from SAN O Disable @ Enable
Scan for Fibre Devices
Add Boot Device

Delete Boot Device

Change Boot Device Qrder

Configure HBA and Boot Parameters

Set Emulex Adapter to Default Settings

2. Once the FC Target parameters are provided, the base system is now available for connection with the
Storage Target LUN. However, this configuration uses the physical identities hardwired to the FC card, the
data is prone to loss in case of failure.

OpenManage Enterprise uses ‘stateless’ computing to assign virtual identities for each FC Ports and
ensures no identities are tied to the base system server
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Capture the base system template

Creation of a Capture Identity Pool Associate D — Booting to SAN
Base System Template Creation Identities pioy P via FC

A template of the base system, which is specifically designated for use as prototype for setting up system
configuration, is captured in OpenManage Enterprise. Using this ‘golden’ template, OpenManage Enterprise can
associate the identity pool and target attributes required for booting from SAN on the target systems.

The below mentioned steps need to be followed for the capture the template of the base system:

1. Go to the Deploy page by clicking Configuration > Deploy.

2. Click Create Template and select From Reference Device to activate the Create Template wizard.

3. Onthe Template Information page, enter a unique Template Name, add a description and for Template

Type select the Clone Reference Server option. Click Next.

4. On the Reference Device page, click Select Device to select the device whose configuration properties

must be used for creating the new template.

Note—Alternatively, you can select the target by entering the device name or Service Tag in the Advanced Filters

dropdown.

In the Configuration Elements section, select the check boxes corresponding to the device elements
that must be cloned. You can select to clone the server properties such as iDRAC, BIOS, Lifecycle

Controller, and Event Filters. By default, all elements are selected.

Device Selection

Selected Device: idracpub t et.in

Configuration Elements

Elements to Clone # IDRAC
“ BIOS
* System
* NIC
* Lifecycle Controller
* RAID

* Event Filters

© Mote Both iDRAC and NIC settings need 1o be captured to enable virtual identities
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5. Click Finish. To view the progress of created job, click the Jobs tab under Monitor. Select the respective
job and click on the View Details on the right pane to view the execution history of the job. A job is
created. Once the job is successfully completed, the ‘base’ system template is listed in the Deploy page
(Configuration > Deploy).

4.3 Create an FC-defined Identity pool

Creation of a Capture Identity Pool Associate Deploy Template Booting to SAN
Base System Template Creation Identities ploy P via FC

An Identity Pool provides a collection of unique attribute values such as MAC Address, IP Address, WWPN,
WWNN, and so on for Ethernet, iISCSI, FC, and FCoE. The physical hardwired identities are replaced by user
defined initiator identities which help in keeping the data image of the LUN mobile and portable to another
identical server in case of failure.

OpenManage Enterprise allows the user to create an Identity pool with a range of identity attributes, which is then
automatically assigned to corresponding NIC and FC port according to the available network protocol and settings
during deployment.

The below mentioned steps need to be followed to create an FC-defined identity pool:

1. Go to the Identity Pools page by clicking Configuration > Identity Pool.
2. Click Create to activate the Create Identity Pool wizard.
3. Onthe Pool Information page, enter a unique Pool Name and Description (optional). Click Next.

0 X
Pool Name FOHdentity Pool
g
riptior
g
'
g
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4. On the Fiber Channel page of the wizard, select the Include FC Identities check box and enter a unique
Postfix (6 Octets) and the range for the number of WWPN/WWNN Address. Click Next.

Create |dentity Pool 0 X
Pool Information W
# Include FC Identity
Eth b v The WWPHN and the WWHN will be generated by prefixing the provided postfix (6 hex octets) with
0x2007 and 0x2000 respectively.
ISCE v
Postfix (6 octets) 00:29:11:18:73:00 ﬂ
FCaE v
WWPHN: 20-01:00:22:11:18:73:00
Fibre Channel
WWHN: 20:00:00:2511:1873:00
Number of WWPN/WWHNN Addresses Eﬂq H
Step5ofs
Previous Finish Cancel

5. Click Next and Finish to complete the identity pool creation. The Identity pool summary displays the details
of the added identity attributes.
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Associate an FC-defined identity pool to the captured base system

template

Creation of a Capture Identity Pool Associate Baille Ty Booting to SAN
Base System Template Creation Identities ploy P via FC

Identity pool association is a critical step in the ‘stateless’ deployment. In this step the base system template
is linked with the FC identity pool, which would be applied to the target servers’ FC ports during deployment.
Link establishment to SAN target using virtual identities keeps the data image of the LUN mobile and portable
to another identical server in case of failure.

Note: Post deployment, the associated Identity pool is attached to the server template and cannot be modified.

The below mentioned steps must be followed to associate an FC-defined identity pool to a template.

1. Go to the Deploy page by clicking Configuration > Deploy.

2. Select the base system template and click Edit Network.

3. Select the FC Identity pool from the Identity pool dropdown.

/ Edit Network
Template Name FC-Template
Template Type Server

Identity Pool FC-Identity Pool

set to maintain identities during power events.

0 3andwidth settings are only applicable to partitioned NICs

Number NIC Identifier Port  Untagged Network Tagged Network

3 NIC in Mezzanine 18 1

1 NIC in Mezzanine 1A 1

7 NCinMezmzsnine2s 1 Select VLAN(s)~

O Selecting an identity pool for this template will enable identity opti

o x
v
ion and identity policy The policy will be
Partition  Min Bandwidth (%) Max Bandwidth (%) =
1 N/A N/A
1 N/A N/A
1 I 0 ‘ 100 I
2 I 0 ‘ 100 I
3 I 0 ] 100 |
4 0 ‘ 100 I
" [ | [ |
2 | 0 ‘ 100 I
s [ | [w |
4 0 ] 100 |
1 N/A N/A

Fini

sh

Cancel
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Deploy the base system template

Creation of a Capture Identity Pool Associate D s Booting to SAN
Base System Template Creation Identities pioy D via FC

Deploying templates is the process of applying configuration settings to remote devices. In this step, the captured
base system template along with the associated Identity pool is deployed on the selected identical targets. The
user can reserve the identities for the deployment and provide SAN boot target attribute values required to
connect to the storage array.

Once the template is deployed, the target servers can be associated with the storage array and boot to the
specified LUN successfully. The following steps need to be followed for deployment of a template on identical
target devices:

1. Go to the Deploy page by clicking Configuration > Deploy.

2. Select the created ‘base’ system template from the list and click on Deploy Template to activate the
Deploy Template wizard.

3. Select one or more identical target devices on the Target page. Click Next.

Bl Deploy Template: iSCSI Template 9 X
.
Select Devices
Sades o dn v

Select the devices to deploy this template on

v
Warning! This action is potentially destructive. This operation is recommended for bare metal

devices only.
For production devices, use the template compliance remediation workflow.

1 Devices Selected

Host 0S Reboot Options (if reboot is required)
Do not forcefully reboot the host 0S

Step1of 5
Next Cancel
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4. The Boot to Network ISO page allows you to install the specified OS post deployment.

a. Select the Share type as CIFS/ NFS.

o

Provide the path to the OS image in the ISO path input box in “/OS-Images/OS-file.iso” format.

c. Provide the Share IP address and credentials that can be accessed from the OpenManage

Enterprise console.

H Deplay Template: temp840c

Enter 1SO File and File Share Information

Speciy the ful 180 path znd the share location

# Baot to Network IS0
Share Type

VCFs
Onrs

150 Information

ax

150Path /Share/05-mages/RHELT 4is0

Share Information

Share IP Address 01|

Usemame oot

Password

Previcus Mext

Cancel

Note: Providing Boot to Network ISO is optional if the Storage LUN already has an Operating System installed.

5. Click Next. On the Virtual Identities page, Reserve Identities, provide the storage array World Wide

Port Name (WWPN) and Boot LUN.

¥t Deploy Template: FC-Template

Virtual Identities and Boot Options

Fibre Channel in Mezzanine 1C

idracsyncsab publicnet in

~ Port1

Network Settings
PARTITION TYPE  VIRTUALMACADDRESS  VIRTUALWWPN

Boot Options

First Target

Second Target
Second FC Target LUN
Second FC Target World Wide Port Name [

> Port2

Fibre Channel in Mezzanine 2C

Stepdof S

e 2001:0029.11:187304

VIRTUAL WHNN

2000002911187304
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Note: The FC initiator ports are intended to be auto assigned with virtual WWPN, user should manually enter the
first and second storage target array details.

6. On the Schedule page, select the option Run Now to run the deployment job immediately or select a
convenient date and time to schedule the deployment.

Note: After the completion of deployment job, the physical FC identities of the target server/s are replaced by the
reserved virtual identities from the Identity pool.

The benefit of the virtual identities is to ensure that the LUN on which the operating systems are installed is not
physically attached or ‘tied’ to a target server. In case of failure, these virtual Identities can be moved to another
identical server with a minimal impact on operations.
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Booting to SAN via FC

Associate
Identities

Creation of a
Base System

Capture
Template

Identity Pool
Creation

Deploy Template

Booting to SAN

via FC

Target systems are ready for an FC boot after a successful base system template deployment. When the
deployment job completes the Initiator parameters (WWPNs) from the identity pool are associated to

respective FC ports and the ISO image is associated for OS installation.

The progress of the Deployment job can be viewed on the Task Execution page.

3) rhel62 - rhel62 | RAID.Integrated.1-1 |

# Summary

Action : Deploy Template

Acton State : Operation Successful

Target Job Status :Informational : SYS053 > Successfully imported and applied Server Configuration Profile.
Recommended Action : No response action is required.

====== Deploy Template Completed on : G9ZNOM2 ======

No Identities assigned, validation skipped.

# Starting prechecks

...LC status good.

====== Starting Boot to Network ISO ======

...Boot to Network ISO is in progress. |t will take few minutes to complete.
..Boot to Network ISO is in progress. It will take few minutes to complete.

....Boot to Network ISO is in progress. |t will take few minutes to complete.

....Boot to Network ISO is in progress. |t will take few minutes to complete.

....Boot to Network ISO is in progress. |t will take few minutes to complete.

...Boot to Network ISO is in progress. It will take few minutes to complete.

...The command was successful.

....Boot to Network ISO completed.

...1SO will be detached after 24hr automatically by the target.

Inventory will be updated for 1 devices.

After the Post Deploy Inventory Task completes, please allow up to 30 seconds for inventory data to be updated.

Completed

The Storage Target is discovered for the specific FC port.

Fibre Channel in Mezzanine 2C: Port 1 Emulex LightPulse LPm32002-D 2-Port 32Gb Fibre Cha - FC

Port Configuration Page - SAN Discovery Target List

LPm32002-D Port Name : 2001002904196403
Here are the discovered targets:

Go to Configuration Main Menu

0001: DellEMC ME4 G217

” WWN: 207000C0 FFFODEZE - Port ID: 014000

Deployment and Migration of Boot from SAN Configuration using Dell EMC OpenManage Enterprise version
3.3.1

DEALEMC



e The host is successfully discovered in the storage array and the volume with specified LUN ID is mapped to

DYLLEMC ME4024 System testinew W B e
ME Storage Manager Version: GT275R005-04 v 1208.04 § Session: 29:50 $
{-\ Action HOSTS
—
pers @) |crearFillers SIS Show[10 ¥ | Showing 110 10f 1 entries DD
Goup & 7| Host 4 7| Nekneme a7/ D Y| Profie Discovered 57| Mapped 57| Hostye 7|
E - - 2001002904196403  Standard  Yes C Yes 6
System
Related Maps
n Clear Filters ST e Show 20 ¥ | Showing 11t 0 of O entries G]E]
o Group Host Nickname a 7| volume a 7| Access ¥ LN Y| ports Y|
b ' No data available in the table - - S . N
==
Pools
—
=
Volumes
fi:

Mapping

e The LUN is visible for OS installation.

ek Install Windows L @ =

Where do you want to install Windows?

] Name l Total SizeJ Free Space | Type I
7 Disk 0 Partition 1: System Reserved 100.0 MB 710 MB System
IV Disk 0 Partition 2 999 GB 794 GB Primary }
T Disk 1 Partition 1: New Volume 1000 GB 999 GB Primary
+# Refresh Drive options (advanced)

€* Load Driver
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Migration of Identities in OpenManage Enterprise

Migration is the process of removing the virtual identities from a failed server (source) and deploying them to an
identical target server.

As explained in the previous topics, the identities assigned by OpenManage Enterprise are virtual and are not
physically 'tied' to a server. In the event of a system failure, OpenManage Enterprise allows the user to migrate
these assigned virtual identities to an identical server to boot from the attached storage with a minimal impact on
operations.

Note: The new server which is selected for migration, should have an identical configuration to the source server
for the success of migration process.

As part of the migration process, the identities assigned to the source server are first reclaimed and then
deployed to the selected target server. Reclaiming is a process of removing the assigned identities from the
source server so that no two servers are assigned the same identities. Post reclaim, the source server is powered
off automatically by OpenManage Enterprise.

OpenManage Enterprise performs a seamless migration which results in the new target server booting into the
same LUN containing the critical workload.

To explain the concept better, the migration of virtual identities from an MX840c server (source) on the following
setup, is detailed.

» The sled is deployed with FC Identities and currently booted into ME array LUN via FC protocol containing
some critical workload.
» An identical MX840c is the target server to which the profile is migrated.

To migrate the virtual identities the following steps must be followed:

1. Go to the Details page of the server on which the template is deployed.
2. Select Migrate Profile under Configuration Profile.

(OpenManage Enterprise.

Mrome  Eomices  ©Confgutione P ety

ritcre & Application Settings v

idracpub.publi in B0k State:GOn  IP:10097.133.100  Service Tag: 6K98BS2

Overview  Hardware  Fimware  Alerts  Hardware Logs

Migrate Profile

Reclaim identities.

©o Ao @0 02 &

Idracpub.publicnetin
PowerEdge MX840c
6K98BS2

Nov 21,2019 2:00:10 A

14285522594 O Online Status of Managed device

100.97.133.100 (IBRAC) Cannection ta the device was not successful

42 minute(s) 1 second(s) Messege I0: CEV6131 Nov 19,2019 1:01:22 Al
o

n
Connected

s4GE View
a

48

4 Pracessors Intel(R) Xeon(R) Gold 6130 CPU @
2.106Hz

= Operating System Information ® Recent Activity
05 Name, Windows Server 2019 inventory Completed Nov 21,2019 2.43 58 AU
05 Hostname VIR BUSESRHPHLO Inveniory Completed Nov 20,2019 5:41:55 AM

fl Location Information

Device_Config_Task Completed Nov 20,2019 52230 AM
Data Center dell picong
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3. Select an identical target server to migrate the profile.
4. Uncheck Force migration.

Migrate Profile

1 Device Selected

Selected Device! idracsyncsabp

& Wigrating a profile will remaove the profile identity for this daviee

Select the compute device onwhich to migrate the profile

ublicnetin

Force migration if the profile removal fails
] gration if the profi fail

Farce migrate will deplay the profile 1o the target even if a failure cocurs removing the prafile from the saurce device. Duplicate identities on
the netwark are poszible if removing the profile from the source device fails and the source device is powered on

Migrate Prafile Cancel

Note: Force Migration is selected to forcefully remove the identities from the source server. When the source
server is not reachable or is in a critical state, user can forcibly detach the assigned identities from the

source server

using this option.

5. Select the option Run Now if you wish to run the job immediately or the deployment can be scheduled. A

‘migration’ task is

created.

Post the migration task, the source server is powered off. The identities are migrated to the new target server that
will boot from the same LUN and operating system. The new target server boots into the Operating system
residing in the LUN via FC protocol.

*‘ Computer Management

File Action View Help

5| 2@  HE =

AJ Computer Manageml&t (Local
v {f} System Tools
> (® Task Scheduler
> [3] Event Viewer
> @] Shared Folders
> & Local Users and Groups
> @ Performance
&% Device Manager
v E3 storage
> W Windows Server Backug
&= Disk Management
> B Services and Applications

DellEMC ME4 SCSI Disk Device Properties X

v
General Policies Volumes Driver Details Events

v |
= DellEMC ME4 SCSI Disk Device 45
] = %9
- Device type: Disk drives p, Primary Partition) g.;

Manufacturer: (Standard disk drives)
Location: Location 11 (Bus Number 0, Target Id 0, LUN
0
Device status
[This device is working propery. A
<
| s ——
[ok ][ cancel
-

= Disk 3 | ——

Basic (]

93'“ GB 450 MB 99 MB 92.58 GB NTFS

Online Healthy (Recovery | || Healthy (EFI S || Healthy (Boot, Page File, Crash Dump,
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