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Preface

This preface lists the supported products, specifies the intended audience,
explains the typographic conventions used in this guide, and describes legal
notices.

Supported Products

This user’s guide describes installation, configuration, and management of the
QL45212 25Gb Intelligent Ethernet Adapter.

Intended Audience

This guide is intended for system administrators and other technical staff
members responsible for configuring and managing adapters installed on Dell®
PowerEdge® servers in Windows®, Linux®, or VMware® environments.

What Is in This Guide

Following this preface, the remainder of this guide is organized into the following
chapters and appendices:

B Chapter 1 Product Overview provides a product functional description, a list
of features, and the adapter specifications.

B Chapter 2 Hardware Installation describes how to install the adapter,
including the list of system requirements and a preinstallation checkilist.

B Chapter 3 Driver Installation describes the installation of the adapter drivers
on Windows, Linux, and VMware.

B Chapter 4 Upgrading the Firmware describes how to use the Dell Update
Package (DUP) to upgrade the adapter firmware,

[ | Chapter 5 Adapter Preboot Configuration describes the preboot adapter
configuration tasks using the Human Infrastructure Interface (HII)
application.

B Chapter 6 RoCE Configuration describes how to configure the adapter, the
Ethernet switch, and the host to use RDMA over converged Ethernet
(RoCE).

Xii BC0154503-00 E
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Documentation Conventions

Chapter 7 iISER Configuration describes how to configure iISCSI Extensions
for RDMA (iISER) for Linux RHEL and SLES.

Chapter 8 SR-IOV Configuration provides procedures for configuring single
root input/output virtualization (SR-IOV) on Windows, Linux, and VMware
systems.

Chapter 9 Windows Server 2016 describes the Windows Server 2016
features.

Chapter 10 Troubleshooting describes a variety of troubleshooting methods
and resources.
Appendix A Adapter LEDS lists the adapter LEDs and their significance.

Appendix B Cables and Optical Modules lists the cables and optical
modules that the QL45212 Adapters support.

Appendix C Dell Z9100 Switch Configuration describes how to configure the
Dell Z9100 switch port for 25Gbps.

At the end of this guide is a glossary of terms.

Documentation Conventions

This guide uses the following documentation conventions:

NOTE provides additional information.

CAUTION  \ithout an alert symbol indicates the presence of a hazard
that could cause damage to equipment or loss of data.

A\ CAUTION with an alert symbol indicates the presence of a hazard that
could cause minor or moderate injury.

A WARNING indicates the presence of a hazard that could cause serious
injury or death.

Text in blue font indicates a hyperlink (jump) to a figure, table, or section in
this guide, and links to Web sites are shown in underlined blue. For
example:

U Table 9-2 lists problems related to the user interface and remote agent.
0 See “Installation Checklist” on page 6.

a For more information, visit www.cavium.com.

Xiii BC0154503-00 E
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Documentation Conventions

Text in bold font indicates user interface elements such as a menu items,
buttons, check boxes, or column headings. For example:

U Click the Start button, point to Programs, point to Accessories, and
then click Command Prompt.

O Under Notification Options, select the Warning Alarms check box.

Textin Couri er fontindicates a file name, directory path, or command line
text. For example:

U To return to the root directory from anywhere in the file structure:
Type cd /root and press ENTER.

O Issue the following command: sh ./install.bin

Key names and key strokes are indicated with UPPERCASE:
U Press CTRL+P.

U Press the UP ARROW key.

Text in italics indicates terms, emphasis, variables, or document titles. For
example:

O For a complete listing of license agreements, refer to the Software End
User License Agreement.

U What are shortcut keys?

O  To enter the date, type mm/dd/yyyy (where mm is the month, dd is the
day, and yyyy is the year).

Topic titles between quotation marks identify related topics either within this
manual or in the online help, which is also referred to as the help system
throughout this document.

Command line interface (CLI) command syntax conventions include the
following:

U Plain text indicates items that you must type as shown. For example:
B gaucli -pr nic -ei

0 < > (angle brackets) indicate a variable whose value you must
specify. For example:

| <seri al _numnber >

NOTE

For CLI commands only, variable names are always indicated
using angle brackets instead of italics.

Xiv BC0154503-00 E
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License Agreements

U [ ] (square brackets) indicate an optional parameter. For example:

B [<file_nanme>] means specify a file name, or omit it to select
the default file name.

O | (vertical bar) indicates mutually exclusive options; select one option
only. For example:
[ | on| of f
B 12|34

d ... (ellipsis) indicates that the preceding item may be repeated. For
example:
B x... means one or more instances of x.
[ | [x...] means zero or more instances of x.

O Vertical ellipses within command example output indicate where
portions of repetitious output data have been intentionally omitted.

U () (parentheses)and { } (braces) are used to avoid logical
ambiguity. For example:

B a|b ¢ isambiguous
{(a] b) ¢} means a or b, followed by c
{a] (b ¢)} means either a, or b ¢

License Agreements

Refer to the Software End User License Agreement for a complete listing of all
license agreements affecting this product.

Legal Notices

Legal notices covered in this section include warranty, laser safety (FDA notice),
agency certification, and product safety compliance.

Warranty

For warranty details, please check the QLogic® Web site:

www.qglogic.com/Support/Pages/Warranty.aspx

XV BC0154503-00 E
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Legal Notices

Laser Safety—FDA Notice

This product complies with DHHS Rules 21CFR Chapter I, Subchapter J. This
product has been designed and manufactured according to IEC60825-1 on the
safety label of laser product.

CLASS | LASER

Class 1 Caution—Class 1 laser radiation when open

Laser Product Do not view directly with optical instruments

Appareil laser Attention—Radiation laser de classe 1

de classe 1 Ne pas regarder directement avec des instruments optiques
Produkt der Vorsicht—Laserstrahlung der Klasse 1 bei gedffneter Abdeckung
Laser Klasse 1 Direktes Ansehen mit optischen Instrumenten vermeiden

Luokan 1 Laserlaite Varoitus—Luokan 1 lasersateilyd, kun laite on auki
Ala katso suoraan laitteeseen kayttamalla optisia instrumenttej

Agency Certification

The following sections summarize the EMC and EMI test specifications performed
on the QL45212 Adapters to comply with emission, immunity, and product safety
standards.

EMI and EMC Requirements

FCC Part 15 compliance: Class A

FCC compliance information statement: This device complies with Part 15 of
the FCC Rules. Operation is subject to the following two conditions: (1) this device
may not cause harmful interference, and (2) this device must accept any
interference received, including interference that may cause undesired operation.

ICES-003 Compliance: Class A

This Class A digital apparatus complies with Canadian ICES-003. Cet appareil
numériqué de la classe A est conformé a la norme NMB-003 du Canada.

CE Mark 2014/30/EU, 2014/35/EU EMC Directive Compliance:
EN55032:2012/ CISPR 32:2015 Class A

EN55024:2010

EN61000-3-2 : Harmonic Current Emission
EN61000-3-3 : Voltage Fluctuation and Flicker
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Legal Notices

Immunity Standards

EN61000-4-2 : ESD

EN61000-4-3 : RF Electro Magnetic Field
EN61000-4-4 : Fast Transient/Burst
EN61000-4-5 : Fast Surge Common/ Differential
EN61000-4-6 : RF Conducted Susceptibility
EN61000-4-8 : Power Frequency Magnetic Field
EN61000-4-11: Voltage Dips and Interrupt

VCCI: 2015-04; Class A
AS/NZS; CISPR 32: 2015 Class A
CNS 13438: 2006 Class A

KCC: Class A

Korea RRA Class A Certified

Intelligent Ethernet Adapters

Certification holder: QLogic Corporation

Manufactured date: Refer to date code listed on product
Manufacturer/Country of origin: QLogic Corporation/USA

E Product Name/Model: Converged Network Adapters and

A class equipment As this equipment has undergone EMC registration for busi-
ness purpose, the seller and/or the buyer is asked to beware
of this point and in case a wrongful sale or purchase has
been made, it is asked that a change to household use be
made.

(Business purpose
info/telecommunications
equipment)

Korean Language Format—Class A

o| 7|7|= HF L2 MAutH S FEZ ot 7|70/
EO AF = AMEAE O] M= F2[5HA| 7] Hi2|oq, ghof
EZE = FUSIUE moll= 71E 822 WESHAY|
HEEfL of
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Legal Notices

VCCI: Class A
This is a Class A product based on the standard of the Voluntary Control Council
for Interference (VCCI). If this equipment is used in a domestic environment, radio
interference may occur, in which case the user may be required to take corrective
actions.

CHDEBIX, VTTXABERFMEETT, CORKELZFRERECHEHRT
HEEREBEES|ZRITIENHVET, COBAICRFEREI B L
SEREETILOIERINBZZEFHET, VCCI—A

Product Safety Compliance
UL, cUL product safety:

UL 60950-1 (2nd Edition) A1 + A2 2014-10-14
CSA C22.2 N0.60950-1-07 (2nd Edition) A1 +A2 2014-10

Use only with listed ITE or equivalent.
Complies with 21 CFR 1040.10 and 1040.11, 2014/30/EU, 2014/35/EU.
2006/95/EC low voltage directive:

TUV EN60950-1:2006+A11+A1+A12+A2 2nd Edition
TUV IEC 60950-1: 2005 2nd Edition Am1: 2009 + Am2: 2013 CB

CB Certified to IEC 60950-1 2nd Edition
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1 Product Overview

This chapter provides the following information for the QL45212 Adapters:
B Functional Description
B Features

B Adapter Specifications

Functional Description

The QLogic QL45212 Adapter is a 25Gb Intelligent Ethernet Adapter that is
designed to perform accelerated data networking for Dell PowerEdge systems.
The QL45212 Adapter includes a 25Gb Ethernet MAC with full-duplex capability.

Features

The QL45212 Adapter provides the following features:
B NIC partitioning (NPAR)
B Single-chip solution:
a 25Gb MAC
O SerDes interface for direct attach copper (DAC) transceiver connection
Q PCle®3.0x8
U Zero copy capable hardware
[ | Performance features:
O TCP, IP, UDP checksum offloads
U TCP segmentation offload (TSO)
Large segment offload (LSO)

B Generic segment offload (GSO)
| Large receive offload (LRO)
[ | Receive segment coalescing (RSC)
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Features

B Microsoft® dynamic virtual machine queue (VMQ), virtual
machine multiqueues (VMMQ), and Linux multiqueue

B Adaptive interrupts:
0 Transmit/receive side scaling (TSS/RSS)

0  Stateless offloads for Network Virtualization using Generic Routing
Encapsulation (NVGRE) and virtual LAN (VXLAN) L2/L3 GRE

tunneled trafficl
H  Manageability:
0 System management bus (SMB) controller

O Advanced Configuration and Power Interface (ACPI) 1.1a compliant
(multiple power modes)

O Network controller-sideband interface (NC-SI) support
B Advanced network features:

d  Jumbo frames (up to 9,600 bytes). The OS and the link partner must
support jumbo frames.

QO  Virtual LANs (VLAN)

U Flow control (IEEE Std 802.3x)

Logical link control (IEEE Std 802.2)

High-speed on-chip reduced instruction set computer (RISC) processor
Integrated 96KB frame buffer memory (not applicable to all models)
1,024 classification filters (not applicable to all models)

Support for multicast addresses through 128-bit hashing hardware function
Serial flash NVRAM memory

PCI Power Management Interface (v1.1)

64-bit base address register (BAR) support

EMG64T processor support

iISCSI and FCoE boot support?

1 This feature requires OS or Hypervisor support to use the offloads.
2 Hardware support limit of SR-IOV VFs varies. The limit may be lower on some OS environments;
refer to the appropriate section for your OS.
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Adapter Specifications

Dell QL45212-specific Features

Features specific to the Dell QL45212 Intelligent Ethernet Adapter include
adaptive interrupt frequency and ASIC with embedded RISC processor.

Adaptive Interrupt Frequency

The adapter driver intelligently adjusts host interrupt frequency based on traffic
conditions to increase overall application throughput. When traffic is light, the
adapter driver interrupts the host for each received packet to minimize latency.
When traffic is heavy, the adapter issues one host interrupt for multiple,
back-to-back incoming packets to preserve host CPU cycles.

ASIC with Embedded RISC Processor

The core control for the QL45212 Adapter resides in a tightly integrated,
high-performance ASIC. The ASIC includes a RISC processor, which provides the
flexibility to add new features to the card and adapts it to future network
requirements through software downloads. The RISC processor also enables the
adapter drivers to exploit the built-in host offload functions on the adapter as host
operating systems are enhanced to take advantage of these functions.

Adapter Specifications

The QL45212 Adapter specifications include the adapter’s physical characteristics
and standards-compliance references.

Physical Characteristics

The QL45212 Adapters are standard PCle cards and ship with either a full-height
or a low-profile bracket for use in a standard PCle slot.
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Standards Specifications
Supported standards specifications include:

PCI Express Base Specification, rev. 3.1

PCI Express Card Electromechanical Specification, rev. 3.0

PCI Bus Power Management Interface Specification, rev. 1.2

IIEEE Specifications:

Q

O0O0O00O

Q

802.3-2015 IEEE Standard for Ethernet (flow control)
802.1q (VLAN)

802.1AX (Link Aggregation)

802.1ad (QinQ)

802.1p (Priority Encoding)

1588-2002 PTPv1 (Precision Time Protocol)
1588-2008 PTPv2

IEEE 802.3az Energy Efficient Ethernet (EEE)

IPv4 (RFQ 791)
IPv6 (RFC 2460)
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2 Hardware Installation

This chapter provides the following hardware installation information:

System Requirements

[ | Safety Precautions
[ | Preinstallation Checklist
[ | Installing the Adapter
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System Requirements

System Requirements

Before you install a QLogic QL45212 Adapter, verify that your system meets the
hardware and operating system requirements shown in Table 2-1 and Table 2-2.
For a complete list of supported operating systems, visit the Cavium Web site:

Table 2-1. Host Hardware Requirements

Hardware Requirement

Architecture IA-32 or EMT64 that meets operating system requirements
Memory 8GB RAM (minimum)
Direct Attach Amphenol® NDDCCGF-0001
Cables (DAC) Amphenol NDAQGF-0003
Amphenol NDCCGF-0005
Leoni® ParaLink® LAOSF064-SD-R

Table 2-2. Minimum Host Operating System Requirements

Og;sr?éirgg Requirement
Windows Server 2012, 2012 R2, 2016 (including Nano)
Linux RHEL®6.8,6.9,7.2,7.3,7.4
SLES® 11 SP4, SLES 12 SP2, SLES 12 SP3
VMware ESXi 6.0 u3 and later for 25G adapters
NOTE

Table 2-2 denotes minimum host OS requirements. For a complete list of
supported operating systems, visit the Cavium Web site.
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Safety Precautions

Safety Precautions

A WARNING

The adapter is being installed in a system that operates with voltages that
can be lethal. Before you open the case of your system, observe the
following precautions to protect yourself and to prevent damage to the
system components.

B Remove any metallic objects or jewelry from your hands and wrists.
B Make sure to use only insulated or nonconducting tools.

m Verify that the system is powered OFF and is unplugged before you
touch internal components.

B [nstall or remove adapters in a static-free environment. The use of a
properly grounded wrist strap or other personal antistatic devices and an
antistatic mat is strongly recommended.

Preinstallation Checklist

Before installing the adapter, complete the following:

1.

Verify that your system meets the hardware and software requirements
listed under “System Requirements” on page 6.

Verify that your system is using the latest BIOS.

NOTE

If you acquired the adapter software from the Cavium Web site, verify
the path to the adapter driver files.

If your system is active, shut it down.

When system shutdown is complete, turn off the power and unplug the
power cord.

Remove the adapter from its shipping package and place it on an anti-static
surface.

Check the adapter for visible signs of damage, particularly on the edge
connector. Never attempt to install a damaged adapter.
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Installing the Adapter

Installing the Adapter

The following instructions apply to installing the QLogic QL45212 Adapters in
most systems. For details about performing these tasks, refer to the manuals that
were supplied with your system.

To install the adapter:

1.

Review “Safety Precautions” on page 7 and “Preinstallation Checklist” on
page 7. Before you install the adapter, ensure that the system power is OFF,
the power cord is unplugged from the power outlet, and that you are
following proper electrical grounding procedures.

Open the system case, and select the slot that matches the adapter size,
which can be PCle Gen 2 x8 or PCle Gen 3 x8. A lesser width adapter can
be seated into a greater width slot (x8 in an x16), but a greater width adapter
cannot be seated into a lesser width slot (x8 in an x4). If you do not know
how to identify a PCle slot, refer to your system documentation.

Remove the blank cover-plate from the slot that you selected.
Align the adapter connector edge with the PCle connector slot in the system.

Applying even pressure at both corners of the card, push the adapter card
into the slot until it is firmly seated. When the adapter is properly seated, the
adapter port connectors are aligned with the slot opening, and the adapter
faceplate is flush against the system chassis.

CAUTION

Do not use excessive force when seating the card, as this may
damage the system or the adapter. If you have difficulty seating the
adapter, remove it, realign it, and try again.

Secure the adapter with the adapter clip or screw.

Close the system case and disconnect any personal anti-static devices.
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3 Driver Installation

This chapter provides the following information about driver installation:
| Installing Linux Driver Software
B “Installing Windows Driver Software” on page 17

B “Installing VMware Driver Software” on page 27

Installing Linux Driver Software

This section describes how to install Linux drivers with or without remote direct
memory access (RDMA). It also describes the Linux driver optional parameters,
default values, messages, and statistics.

Installing the Linux Drivers Without RDMA
Installing the Linux Drivers with RDMA

B Linux Driver Optional Parameters
[ | Linux Driver Operation Defaults
B Linux Driver Messages

Statistics

The QL45212 Adapter Linux drivers and supporting documentation are available
on the Dell Support page:

dell.support.com
Table 3-1 describes the QL45212 Adapter Linux drivers.

Table 3-1. QLogic QL45212 Adapters Linux Drivers

Description

ged The ged core driver module directly controls the firmware, handles interrupts, and pro-
vides the low-level API for the protocol specific driver set. The ged interfaces with the
gede, gedr, gedi, and gedf drivers. The Linux core module manages all PCI device
resources (registers, host interface queues, and so on). The ged core module requires
Linux kernel version 2.6.32 or later. Testing was concentrated on the x86_64 architecture.
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Installing Linux Driver Software

Table 3-1. QLogic QL45212 Adapters Linux Drivers (Continued)

Linux
Driver

Description

gede Linux Ethernet driver for the QL45212 Adapter. This driver directly controls the hardware
and is responsible for sending and receiving Ethernet packets on behalf of the Linux host
networking stack. This driver also receives and processes device interrupts on behalf of
itself (for L2 networking). The gede driver requires Linux kernel version 2.6.32 or later.
Testing was concentrated on the x86_64 architecture.

gedr Linux RDMA over converged Ethernet (RoCE) driver. This driver works in the OpenFab-
rics Enterprise Distribution (OFED™) environment in conjunction with the ged core mod-
ule and the gede Ethernet driver. RDMA user space applications also require that the
libgedr user library is installed on the server.

gedi Linux iISCSI-Offload driver for the 45xxx Adapters. This driver works with the Open iSCSI
library.

gedf Linux FCoE-Offload driver for the 45xxx Adapters. This driver works with Open FCoE
library.

The Linux drivers can be installed using a source Red Hat® Package Manager
(RPM) package or a kmod RPM package. The RHEL RPM packages are as
follows:

u gl gc-fastling-<version> <OS>. src.rpm

[ | gl gc-fastling-knp-defaul t-<version>. <arch>.rpm

The SLES source and kmp RPM packages are as follows:

u gl gc-fastling-<version> <OS>.src.rpm

u gl gc-fastling-knp-defaul t-<version>. <0S>. <arch>.rpm

The following kernel module (kmod) RPM installs Linux drivers on SLES hosts
running the Xen Hypervisor:

[ | gl gc-fastling-knp-xen-<versi on>. <CS>. <arch>.rpm

The following source RPM installs the RDMA library code on RHEL and SLES
hosts:

u gl gc-1i bgedr - <versi on>. <OS>. <arch>. src.rpm
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The following source code TAR BZip2 (BZ2) compressed file installs Linux drivers
on RHEL and SLES hosts:

u fastling-<version> tar.bz2

NOTE

For network installations through NFS, FTP, or HTTP (using a network boot
disk), a driver disk that contains the gede driver may be needed. Linux boot
drivers can be compiled by modifying the makefile and the make
environment.

Installing the Linux Drivers Without RDMA

To install the Linux drivers without RDMA:
1. Download the QL45212 Adapter Linux drivers from Dell:

dell.support.com

2. Remove the existing Linux drivers, as described in “Removing the Linux
Drivers” on page 11.

3. Install the new Linux drivers using one of the following methods:
O Installing Linux Drivers Using the src RPM Package
O Installing Linux Drivers Using the kmp/kmod RPM Package
O  Installing Linux Drivers Using the TAR File

Removing the Linux Drivers

There are two procedures for removing Linux drivers: one for a non-RDMA
environment and another for an RDMA environment. Choose the procedure that
matches your environment.

To remove Linux drivers in a non-RDMA environment, unload and remove
the drivers:

Follow the procedure that relates to the original installation method and the OS.

B [fthe Linux drivers were installed using an RPM package, issue the following
commands:
rmod gede
rmod ged
depnod -a
rpm-e gl gc-fastling-knp-default-<version>. <arch>
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Installing Linux Driver Software

If the Linux drivers were installed using a TAR file, issue the following
commands:

rmod gede
rmod ged
deprnod -a

Q

For RHEL:

cd /1ib/modul es/ <versi on>/extral/ gl gc-fastlinqg
rm-rf qed. ko gede. ko gedr. ko

For SLES:

cd /1ib/mdul es/ <versi on>/ updat es/ gl gc-fastling
rm-rf qed. ko gede. ko gedr. ko

To remove Linux drivers in a non-RDMA environment:

1.

To get the path to the currently installed drivers, issue the following
command:

nodi nfo <driver nane>

Unload and remove the Linux drivers.

Q

If the Linux drivers were installed using an RPM package, issue the
following commands:

nodpr obe -r gede

depnod -a

rpm-e ql gc-fastling-knp-default-<version>. <arch>

If the Linux drivers were installed using a TAR file, issue the following
commands:

nodprobe -r gede
deprnod -a

NOTE

If the gedr is present, issue the nmodprobe -r gedr command
instead.
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Installing Linux Driver Software

3. Delete the ged. ko, gede. ko, and gedr . ko files from the directory in which
they reside. For example, in SLES, issue the following commands:

cd /I1ib/nodul es/ <versi on>/ updat es/ gl gc-fastling
rm-rf qed. ko

rm-rf qgede. ko

rm-rf qedr.ko

depnod -a

To remove Linux drivers in an RDMA environment:
1. To get the path to the installed drivers, issue the following command:

nmodi nfo <driver nane>

2. Unload and remove the Linux drivers.
nodpr obe -r qedr
nodpr obe -r qede
nmodpr obe -r qed
depnod -a
3. Remove the driver module files:

O  Ifthe drivers were installed using an RPM package, issue the following
command:

rpm-e qlgc-fastling-knp-default-<version>. <arch>

O If the drivers were installed using a TAR file, issue the following
commands for your operating system:

For RHEL:

cd /1ib/nmodul es/ <version>/extral/ gl gc-fastling
rm-rf qed. ko gede. ko gedr. ko

For SLES:

cd /1ib/modul es/ <versi on>/ updat es/ gl gc-fastling
rm-rf qed. ko gede. ko gedr. ko

Installing Linux Drivers Using the src RPM Package

To install Linux drivers using the src RPM package:
1. Issue the following at a command prompt:

rpm-ivh RPMS/ <arch>/ gl gc-fastling-<version>. src.rpm
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2. Change the directory to the RPM path and build the binary RPM for the
kernel.

For RHEL:

cd /root/rpnbuild
rpnbui I d -bb SPECS/ fastling-<version>. spec

For SLES:

cd /usr/src/ packages
rpnbui I d -bb SPECS/ fastling-<version>. spec

3. Install the newly compiled RPM:

rpm -ivh RPMS/ <arch>/ gl gc-fastling-<version>. <arch>.rpm

NOTE

The --force option may be needed on some Linux distributions if
conflicts are reported.

The drivers will be installed in the following paths.

For SLES:

/1'i b/ modul es/ <ver si on>/ updat es/ gl gc-fastling

For RHEL:

/1'i b/ modul es/ <versi on>/ extral/ ql gc-fastling
4.  Turn on all ethX interfaces as follows:

i fconfig <ethX> up

5. For SLES, use YaST to configure the Ethernet interfaces to automatically
start at boot by setting a static IP address or enabling DHCP on the
interface.

Installing Linux Drivers Using the kmp/kmod RPM Package
To install kmod RPM package:
1.  Issue the following command at a command prompt:
rpm-ivh gl gc-fastling-<version> <arch>. rpm
2.  Reload the driver:

nmodpr obe -r qgede
nodpr obe gede
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Installing Linux Driver Software

Installing Linux Drivers Using the TAR File

To install Linux drivers using the TAR file:

1.

Create a directory and extract the TAR files to the directory:

tar xjvf fastling-<version> tar.bz2

Change to the recently created directory, and then install the drivers:

cd fastling-<version>
make cl ean; neke install

The ged and gede drivers will be installed in the following paths.
For SLES:

/1'i b/ nodul es/ <ver si on>/ updat es/ gl gc-fastling

For RHEL:

/11 b/ modul es/ <version>/extral/ql gc-fastling

Test the drivers by loading them (unload the existing drivers first, if
necessary):

rmod gede

rmod ged

nodpr obe qed

nodpr obe gede

Installing the Linux Drivers with RDMA

To install Linux drivers in an inbox OFED environment:

1.

Download the QL45212 Adapter Linux drivers from the Dell:

dell.support.com

Configure RoCE on the adapter, as described in “Configuring RoCE on the
Adapter for Linux” on page 62.

Remove existing Linux drivers, as described in “Removing the Linux Drivers”
on page 11.

Install the new Linux drivers using one of the following methods:
U  Installing Linux Drivers Using the kmp/kmod RPM Package
O Installing Linux Drivers Using the TAR File
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5. Install libgedr libraries to work with RDMA user space applications. The
libgedr RPM is available only for inbox OFED. Issue the following command:

rpm —ivh gl gc-1ibgedr-<versi on>. <arch>.rpm

6.  To build and install the libgedr user space library, issue the following
command:

"make |ibgedr_install’

7.  Test the drivers by loading them as follows:

nodpr obe gedr
make install _Iibeqdr

Linux Driver Optional Parameters
Table 3-2 describes the optional parameters for the gede driver.

Table 3-2. gede Driver Optional Parameters

Parameter Description

debug Controls driver verbosity level similar to et ht ool -s <dev> nsgl vl .
i nt _node Controls interrupt mode other than MSI-X.
gro_enabl e Enables or disables the hardware generic receive offload (GRO) feature.

This feature is similar to the kernel's software GRO, but is only performed
by the device hardware.

err_flags_override A bitmap for disabling or forcing the actions taken in case of a hardware
error:

bit #31 — An enable bit for this bitmask

bit #0 — Prevent hardware attentions from being reasserted

bit #1 — Collect debug data

bit #2 — Trigger a recovery process

bit #3 — Call WARN to get a call trace of the flow that led to the error
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Linux Driver Operation Defaults
Table 3-3 lists the ged and gede Linux driver operation defaults.

Table 3-3. Linux Driver Operation Defaults

Operation ged Driver Default gede Driver Default
Speed Auto-negotiation with speed Auto-negotiation with speed
advertised advertised
VSl / VBl - X Enabled Enabled
Fl ow Cont r ol — Auto-negotiation with RX and
TX advertised
Mru — 1500 (range is 46—9600)
Rx Ring Size — 1000
Tx Ring Size — 4078 (range is 128-8191)
Coal esce Rx M croseconds — 24 (range is 0—255)
Coal esce Tx M croseconds — 48
TSO — Enabled

Linux Driver Messages
To set the Linux driver message detail level, issue one of the following commands:
B ethtool -s <interface> nsglvl <val ue>
B nodprobe gede debug=<val ue>
Where <val ue> represents bits 0-15, which are standard Linux networking
values, and bits 16 and greater are driver-specific.
Statistics

To view detailed statistics and configuration information, use the ethtool utility. See
the ethtool man page for more information.

Installing Windows Driver Software

Installing the Windows Drivers
Removing the Windows Drivers

Managing Adapter Properties

Setting Power Management Options
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Installing the Windows Drivers
Install Windows driver software using the Dell Update Package (DUP):
[ | Running the DUP in the GUI
[ | DUP Installation Options

B DUP Installation Examples

Running the DUP in the GUI
To run the DUP in the GUI:

1. Double-click the icon representing the Dell Update Package file.

NOTE
The actual file name of the Dell Update Package varies.

2. Inthe Dell Update Package window (Figure 3-1), click Install.

w OLogic Fastlind Metwark Adapter Dewvice Firrreaeare for Arrowvhead ad.,, — >

Releaze Title -~
Logic FastLint Network Adapter Device Funverare for Arrowhead adapters. Test
Cnly, 10.00.12, JP_X12-01

Release Date
Jarmary 08, 2017
Rehoot Required
Tes
Description
This ENGINEERTHG release pravides updated netaork controller firmrarare for the Copyright 2003
QLogie FastLint) (BCM 570, BEM 5T and 4 5:00x) Heterork Adapters. Dell. Inc
All rights rezerved.

Supported Device(s} W

e
Eutract... | [GEE |

Figure 3-1. Dell Update Package Window
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3. Inthe QLogic Super Installer—InstallShield® Wizard’s Welcome window

(Figure 3-2), click Next.

iie!:I‘ DQLogic Super Installer (x86) - InstallShield Wizard

Welcome to the InstallShield Wizard for
OLogic Super Installer (x86)

The Installshield(R Wizard will install QLogic Super Inskaller
(xf6) 6,00,13.00 on your computer. Ta conkinue, click Mext,

WARMIMNG: This program is protected by copyright law and
international treaties,

@LOGIC

< Back I Mext = I Zancel |

Figure 3-2. QLogic InstallShield Wizard: Welcome Window

4.  Complete the following in the wizard’s License Agreement window

(Figure 3-3):

a. Read the QLogic End User Software License Agreement.

b.  To continue, select | accept the terms in the license agreement.

19
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C. Click Next.

i‘é‘n QLogic super Installer {x86) - Installshield Wizard

License Agreement

Plzase read the follawing license agreement carefully,

End User Software License Agreement 3

Important: READ CAREFULLY BEFORE CLICKING ON THE ™I
ACCEPTY BUTTON OF INSTALLING THIS SOFTWARE

THIS FPRODUCT CONTAINS COMPUTER PROGRAMS AND RELATED
DOCUMENTATION (“SOFTWARE®) THAT BELONG TO QLOGIC
CORPORATION. (“QLOGICY), THE USE OF WHICH IS SUBJECT TO ﬂ

I accept the kerms in the license agreement Prink |

* [ donot accept the kerms in the license agreemant

Imskallshield

< Back. I Mext = I Zancel |

Figure 3-3. QLogic InstallShield Wizard: License Agreement Window

5.  Complete the wizard's Setup Type window (Figure 3-4) as follows:
a. Select one of the following setup types:
B Click Complete to install all program features.
[ | Click Custom to manually select the features to be installed.

b. To continue, click Next.

20 BC0154503-00 E



3-Driver Installation
Installing Windows Driver Software

If you clicked Complete, proceed directly to Step 6b.

i‘é‘n QLogic super Installer {x86) - Installshield Wizard

Setup Type

Choose the setup type that best suits vour needs,

Flease select a setup type.

' Complete

&ll program Features will be installed, (Requires the most disk
space. )

" Custom

hoose which program Features yvou wank inskalled and where they
will be installed, Recommended For advanced users,

Imskallshield

< Back. I Mext = I Zancel |

Figure 3-4. InstallShield Wizard: Setup Type Window

6. If you selected Custom in Step 5, complete the Custom Setup window
(Figure 3-5) as follows:

a. Select the features to install. By default, all features are selected. To
change a feature’s install setting, click the icon next to it, and then
select one of the following options:

B This feature will be installed on the local hard drive—Marks
the feature for installation without affecting any of its subfeatures.

[ | This feature, and all subfeatures, will be installed on the
local hard drive—Marks the feature and all of its subfeatures for
installation.

[ | This feature will not be available—Prevents the feature from
being installed.
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b. Click Next to continue.

£ Qlogic Driver and Management Super Installer (x64) - Instalihiel... [IEEH

Custom Setup
Select the program features you want instaled.

Chick on an icon in the list below to change how a feature is nstalled.

Feature Desoription
FC
FCoE
Iscst =
MIC
i - =3 = | Fastling NIC This feature reguires DKE on
= Q-lwk,m your hard drive. Ithas 0of 5
=2 - | i5CS1 Remote Agent e T
subfeatures require KB on your
=3 ~ | Met Remote Agent . hard drive.
nstalichisl
o | [ <bak || Next> | [ Conm |

Figure 3-5. InstallShield Wizard: Custom Setup Window

7. Inthe InstallShield Wizard’'s Ready To Install window (Figure 3-6), click
Install. The InstallShield Wizard installs the QLogic Adapter drivers and
Management Software Installer.

i'é‘- QLogic Super Installer (#86) - Installshield Wizard

Ready to Install the Program

The wizard is ready ko beqgin installation.

Click Install to begin the installation.

IF wou want to review of change any of vour installation settings, click Back. Click Cancel ko
exit the wizard,

Inistal|Shield

< Back, I Install I Cancel |

Figure 3-6. InstallShield Wizard: Ready to Install the Program Window
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8.  When the installation is complete, the InstallShield Wizard Completed
window appears (Figure 3-7). Click Finish to dismiss the installer.

T auper (nstaller x04) - Installshield Wizat

InstallShield Wizard Completed

The InstallShield Wizard has successfully installed QLogic Driver
and Management Super Installer (x64). Click Finish to exit the
wizard,

@LOGIC

Figure 3-7. InstallShield Wizard: Completed Window

9. Inthe Dell Update Package window (Figure 3-8), “Update installer operation
was successful” indicates completion.

U  (Optional) To open the log file, click View Installation Log. The log file
shows the progress of the DUP installation, any previous installed
versions, any error messages, and other information about the

installation.
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U To close the Update Package window, click CLOSE.

@& Dell Update Package X

QLogic 64bit Windows Drivers Li ]
vE.0.18 (A00-00) April 04, 2016

The update installer operation is successful.
Mew Installation Lo CLOSE

& 2009 - 2016 Dell Inc. All rights reserved.

Figure 3-8. Dell Update Package Window

DUP Installation Options

To customize the DUP installation behavior, use the following command line
options.

B To extract only the driver components to a directory:

/drivers=<pat h>

NOTE
This command requires the /s option.

B Toinstall or update only the driver components:

/driveronly

NOTE
This command requires the /s option.

B (Advanced) Use the / passt hr ough option to send all text following
/ passt hr ough directly to the QLogic installation software of the DUP. This
mode suppresses any provided GUIs, but not necessarily those of the
QLogic software.

/ passt hr ough
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B (Advanced) To return a coded description of this DUP’s supported features:

/capabilities

NOTE
This command requires the /s option.

DUP Installation Examples
The following examples show how to use the installation options.

To update the system silently:

<DUP_fil e_name>. exe /s

To extract the update contents to the C:\ nmydi r\ directory:
<DUP_file_nane>.exe /s /e=C\nydir

To extract the driver components to the C:\ nmydi r\ directory:

<DUP file _nane>.exe /s /drivers=C \nydir

To install only the driver components:

<DUP_fil e _nane>.exe /s /driveronly

To change from the default log locationto C:\nmy path with
spaces\| og. t xt:

<DUP_file_nane>.exe /1 ="C:\ny path with spaces\log.txt"

Removing the Windows Drivers

To remove the Windows drivers:

1. Inthe Control Panel, click Programs, and then click Programs and
Features.
2. Inthe list of programs, select QLogic FastLinQ Driver Installer, and then

click Uninstall.

3. Follow the instructions to remove the drivers.

Managing Adapter Properties
To view or change the QL45212 Adapter properties:

1. In the Control Panel, click Device Manager.

2. On the properties of the selected adapter, click the Advanced tab.
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3.

On the Advanced page (Figure 3-9), select an item under Property and then

change the Value for that item as needed.

QOLogic Fastlind QL45212H 25GbE Adapter WED Client) #52 Prope.., X

General Advanced Diver Details Events  Power Management

The faollowing properties are available for thiz network, adapter. Click
the property wou want to change on the left, and then zelect its value
an the right.

Property: Walue:
Encapsulated Tazk Offload Enabled ﬂ
Encapzulation Overhead Size
Flowy Control

[nterrupt koderation

Jumbo Packet

Large Send Offload 2 [IPw4]
Large Send Offload 2 [IPvE]
Link. control

Locally Administered Address

b awirnurn Mumber of RSS Queues
MetwarkDirect Functionality
MetworkDirect Mty Size

MHUMA node D

MWGERE Encapzulated Tazk Offloz %

Cancel

Figure 3-9. Setting Advanced Adapter Properties
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Setting Power Management Options

You can set power management options to allow the operating system to turn off
the controller to save power or to allow the controller to wake up the computer. If
the device is busy (servicing a call, for example), the operating system will not
shut down the device. The operating system attempts to shut down every possible
device only when the computer attempts to go into hibernation. To have the
controller remain on at all times, do not select the Allow the computer to turn off
the device to save power check box (Figure 3-10).

Qlogic 25 Gigabit Ethernet (NDI5 VBD Client) #192 Pr... L@
General | Advanced | Driver | Details | Everts | Power Management

‘:. Gilogic 25 Gigabit Ethemet (NDIS VBD Client) #1532

| Allow the computer to tum off this device to save power

Waming: If this is a laptop computer and you run it using battery power,
allowing the network adapter to wake the computer could drain the battery
mare quickly. it might alsa cause the laptop to become very haot it wakes
up while packed in a camying case.

QK Cancel

Figure 3-10. Power Management Options

NOTE

The Power Management page is available only for servers that support
power management.

Do not select Allow the computer to turn off the device to save
power for any adapter that is a member of a team.

Installing VMware Driver Software

This section describes the gedentv VMware ESXi driver for the QL45212
Adapters:

VMware Drivers and Driver Packages
Installing VMware Drivers

VMware Driver Optional Parameters
VMware Driver Parameter Defaults
Removing the VMware Driver
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VMware Drivers and Driver Packages

Table 3-4 lists the VMware ESXi drivers for the protocols.

Table 3-4. VMware Drivers

VMware Drivers Description

gedentv Native networking driver

gedrntv Native RDMA-Offload (RoCE and RoCEv2) driver @
gedf Native FCoE-Offload driver
gedil Legacy iSCSI-Offload driver

2 The certified ROCE driver is not included in this release. The uncertified driver may be
available as an early preview.

The ESXi drivers are included as individual driver packages and are not bundled
together, except as noted. Table 3-5 lists the ESXi versions and applicable driver
versions.

Table 3-5. ESXi Driver Packages by Release

ESXi Release Protocol Driver Name  Driver Version
ESXi6.52 NIC gedentv 3.0.7.5
FCoE gedf 1.2.24.0
iISCSI gedil 1.0.19.0
RoCE gedrntv 3.0.7.51
ESXi 6.0u3 NIC gedentv 2.0.7.5
FCoE gedf 1.2.24.0
iISCSI gedil 1.0.19.0

a2 For ESXi 6.5, the NIC and RoCE drivers have been packaged together and can be
installed as a single offline bundle using the standard ESXi installation commands. The
package name is gedentv_3.0.7.5_qgedrntv_3.0.7.5.1_signed_drivers.zip. The
recommended installation sequence is NIC and RoCE drivers, followed by FCoE and
iSCSI drivers.
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Install individual drivers using either:

B Standard ESXi package installation commands (see Installing VMware
Drivers)

Procedures in the individual driver Read Me files
Procedures in the following VMware KB article:

https://kb.vmware.com/selfservice/microsites/search.do?language=en US&
cmd=displayKC&externalld=2137853

You should install the NIC driver first, followed by the storage drivers.

Installing VMware Drivers

You can use the driver ZIP file to install a new driver or update an existing driver.
Be sure to install the entire driver set from the same driver ZIP file. Mixing drivers
from different ZIP files will cause problems.

To install the VMware driver:

1. Download the VMware driver for the QL45212 Adapter from the VMware
support page:

www.vmware.com/support.html

2. Power up the ESX host, and then log into an account with administrator
authority.

Unzip the driver ZIP file, and then extract the . vi b file.

4.  Use the Linux scp utility to copy a . vi b file from a local system into the
/ t np directory on an ESX server with IP address 10.10.10.10. For example,
issue the following command:

#scp qedentv-1.0.3.11- 1CEM 550. 0. 0. 1331820. x86_64.vi b root @0. 10. 10. 10:/tnp

You can place the file anywhere that is accessible to the ESX console shell.

NOTE

If you do not have a Linux machine, you can uses the vSphere
datastore file browser to upload the files to the server.

5.  Place the host in maintenance mode by issuing the following command:

#esxcli --mai nt enance- node
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6.  Select one of the following installation options:

O  Option 1: Install the . vi b directly on an ESX server using either the
CLI or the VMware Update Manager (VUM):

B Toinstall the . vi b file using the CLI, issue the following
command. Be sure to specify the full . vi b file path.

# esxcli software vib install -v
/tmp/ gedentv-1.0. 3. 11- 10EM 550. 0. 0. 1331820. x86_64. vi
b

B Toinstall the . vi b file using the VUM, see the knowledge base
article here:

Updating an ESXI/ESX host using VMware vCenter Update
Manager 4.x and 5.x (1019545)

U Option 2: Install all of the individual VIBs at one time by issuing the
following command:

# esxcli software vib install —-d
/tnp/ gedent v- bundl e-2. 0. 3. zi p

To upgrade an existing driver:

Follow the steps for a new installation, except replace the command in the
preceding Option 1 with the following:

#esxcli software vib update -v
/tnp/ gedent v-1. 0. 3. 11- 10EM 550. 0. 0. 1331820. x86_64. vi b

VMware Driver Optional Parameters

Table 3-6 describes the optional parameters that can be supplied as command
line arguments to the esxcf g- nodul e command.

Table 3-6. VMware Driver Optional Parameters

Parameter Description

hw_vl an Globally enables (1) or disables (0) hardware VLAN insertion and removal.
Disable this parameter when the upper layer needs to send or receive fully
formed packets. hw_vl an=1 is the default.
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Table 3-6. VMware Driver Optional Parameters (Continued)

Parameter Description

num queues Specifies the number of TX/RX queue pairs. num queues canbe 1-11 or
one of the following:

B -1 allows the driver to determine the optimal number of queue pairs
(default).

B 0 uses the default queue.

You can specify multiple values delimited by commas for multiport or multi-
function configurations.

multi _rx filters Specifies the number of RX filters per RX queue, excluding the default
queue. multi _rx filters canbe 1-4 or one of the following values:
B -1 uses the default number of RX filters per queue.

B 0 disables RX filters.

di sabl e_t pa Enables (0) or disables (1) the TPA (LRO) feature. di sabl e_t pa=0 is the
default.
max_vfs Specifies the number of virtual functions (VFs) per physical function (PF).

max_vfs canbe 0 (disabled) or 64 VFs on a single port (enabled). The
64 VF maximum support for ESXi is an OS resource allocation constraint.

RSS Specifies the number of receive side scaling queues used by the host or vir-
tual extensible LAN (VXLAN) tunneled traffic for a PF. RSS can be 2, 3, 4,
or one of the following values:

B -1 uses the default number of queues.

B 0 or 1 disables RSS queues.

You can specify multiple values delimited by commas for multiport or multi-

function configurations.

debug Specifies the level of data that the driver records in the vrker nel log file.

debug can have the following values, shown in increasing amounts of data:

B 0x80000000 indicates Notice level.

B 0x40000000 indicates Information level (includes the Notice level).

B Ox3FFFFFFF indicates Verbose level for all driver submodules (includes
the Information and Notice levels).

auto_fw reset Enables (1) or disables (0) the driver automatic firmware recovery capability.
When this parameter is enabled, the driver attempts to recover from events
such as transmit timeouts, firmware asserts, and adapter parity errors. The
defaultis auto_fw reset=1.
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Table 3-6. VMware Driver Optional Parameters (Continued)

Parameter Description

vxlan_filter_en Enables (1) or disables (0) the VXLAN filtering based on the outer MAC, the
inner MAC, and the VXLAN network (VNI), directly matching traffic to a spe-
cific queue. The defaultis vxl an_filter _en=1. You can specify multiple
values delimited by commas for multiport or multifunction configurations.

enabl e_vxl an_of fl d | Enables (1) or disables (0) the VXLAN tunneled traffic checksum offload and
TCP segmentation offload (TSO) capability. The default is

enabl e_vxl an_of f | d=1. You can specify multiple values delimited by
commas for multiport or multifunction configurations.

VMware Driver Parameter Defaults
Table 3-7 lists the VMware driver parameter default values.

Table 3-7. VMware Driver Parameter Defaults

Parameter Default

Speed Autonegotiation with all speeds advertised. The speed
parameter must be the same on all ports. If auto-
negotiation is enabled on the device, all of the device
ports will use autonegotiation.

Fl ow Cont r ol Autonegotiation with RX and TX advertised
Mru 1, 500 (range 46-9, 600)

Rx Ring Size 8,192 (range 128-8, 192)

Tx Ring Size 8,192 (range 128-8, 192)

MBI - X Enabl ed

Transmit Send O fl oad Enabl ed

(TSO

Large Receive O fl oad Enabl ed

(LRO

RSS Enabl ed (four RX queues)

HW VLAN Enabl ed

Nunmber of Queues Enabl ed (eight RX/TX queue pairs)
Wake on LAN (WbL) Di sabl ed
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Removing the VMware Driver

To remove the .vi b file (qedentv), issue the following command:

# esxcli software vib renove --vibnane gedentv

To remove the driver, issue the following command:

# vnkl oad_nmod -u gedentv
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This chapter provides information about upgrading the firmware using the Dell
Update Package (DUP).

The firmware DUP is a Flash update utility only; it is not used for adapter
configuration. You can run the firmware DUP by double-clicking the executable
file. Alternatively, you can run the firmware DUP from the command line with
several supported command line options.

B Running the DUP by Double-Clicking
B Running the DUP from a Command Line
[ | Running the DUP Using the .bin File (Linux only)

Running the DUP by Double-Clicking

To run the firmware DUP by double-clicking the executable file:
1. Double-click the icon representing the firmware Dell Update Package file.

The Dell Update Package splash screen appears, as shown in Figure 4-1.
Click Install to continue.

Qlogic 4500 sries BCMS7xx and BCMISTiog Network Devic. | = = [

Release Title ~
QLogic 45xxx seriss, BCMS5 7xx and BCM S5 7Txxx Network Device Firmwars, 9.9.13,
X599

Release Date
November 11, 2015

Reboot Required

Ves

Description

This release provides vpdated network controller firmware for the QLogic 45xxx (C) 2003 - 2015
sertes, BCMS5 7xx and BCMS5 7xxx davices. This release should be used with the 19.3 Del. Inc.
driver family version. Al rights reserved.

Extract... I Install [

Figure 4-1. Dell Update Package: Splash Screen
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2.

Follow the on-screen instructions. In the Warning dialog box, click Yes to

continue the installation, as shown in Figure 4-2.

The version of this Update Package is the same as the currently installed version.
Software application name: [0054] Qlogic BCM57800 Gigabit Ethernet 54
Package version: 3 1
Installed version: § 4. )

The version of this Update Package is the same as the currently installed version.
Software application name: [0053] QlLogic BCM57800 10 Gigabit Ethernet #53
Package version: 9.5
Installed version: *%

The version of this Update Package is the same as the currently installed version.
Software application name: [0052] QLogic BCM57800 10 Gigabit Ethernet 52
Package version: ¥ ¥ 7
Installed version: .

The version of this Update Package is the same as the currently installed version.
Software application name: [0055] QLogic BCM57800 Gigabit Ethernet #55
Package version: =~
Installed version: &0

The version of this Update Package is older than the currently installed version.
Software application name: [0056] QLogic FastLinQ QL45212-DE 25GbE Adapter #56
Package version: £ 90
Installed version: ' =

The version of this Update Package is older than the currently installed version.
Software application name: [0057] QLogic FastLinQ QL45212-DE 25GbE Adapter #57
Package version: &7
Installed version: .~ 7

Would you like to continue with this update?

Figure 4-2. Dell Update Package: Continue Update
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The installer indicates that it is loading the new firmware, as shown in
Figure 4-3.

Executing update. .. [This process may take several minutes)
WARNING: DO NOT STOP THIS PROCESS OR INSTALL OTHER
PRODUCTS WHILE UPDATE IS IN PROGRESS.

THESE ACTIONS MaY CAUSE YOUR SYSTEM TO BECOME
UNSTABLE!

Elapsed time: Om28s

Figure 4-3. Dell Update Package: Loading New Firmware

When complete, the installer indicates the result of the installation, as shown
in Figure 4-4.

lev Device: [0054] QLogic BCM37800 Gigabit Ethernet #54, Application: [0054] QLogic BCM57800 Gigabit Ethernet #54
- Update success.
Device: [0053] QLogic BCM57800 10 Gigabit Ethernet #53, Application: [0053] QLogic BCM57800 10 Gigabit Ethernet #53
Update success.
Device: [0052] QLogic BCM57800 10 Gigabit Ethernet #52, Application: [0052] QLogic BCM57800 10 Gigabit Ethernet #52
Update success.
Device: [0055] QLogic BCM57800 Gigabit Ethernet 255, Application: [0055] QLogic BCMS57800 Gigabit Ethernet #55
Update success.
Device: [0056] QLogic FastLinQ QL45212-DE 25GbE Adapter #56, Application: [0056] QLogic FastLinQ QL45212-DE 25GbE
Adapter #36
Update success.
Device: [0057] QLogic FastLinQ QL45212-DE 25GbE Adapter #57, Application: [0057] QLogic FastLinQ QL45212-DE 25GbE
Adapter =57
Update success.

The system should be restarted for the update to take effect.
Would you like to reboot your system now?

Figure 4-4. Dell Update Package: Installation Results
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3.  Click Yes to reboot the system.

4.  Click Finish to complete the installation, as shown in Figure 4-5.

(3 QLogic 450 series, BOMS7xx and BCMS7x00x Network Devic... L= | 2 [IBG

Release Title ~
QLogic 45x0xx series, BCM57xx and BCMS5 Txoxx Network Devics Firmware, 9.9.13,
X99

'Release Date
November 11, 2015

Reboot Required

Yeas

Description
This release provides vpdated network controller firmware for the QLogic 45xxx (C) 2003 - 2015
series, BCM57xx and BCMS5 7xxx devices. This release should be used with the 19.3

driver family version. Dell, Inc.

All rights reserved.

P s s e

Extract... I Finish l

Figure 4-5. Dell Update Package: Finish Installation

Running the DUP from a Command Line

Running the firmware DUP from the command line, with no options specified,
results in the same behavior as double-clicking the DUP icon. Note that the actual
file name of the DUP will vary.

To run the firmware DUP from a command line:
[ | Issue the following command:
C.\> Network_ Firmmvare 2T12N WN32_ <versi on>_X16. EXE
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Figure 4-6 shows the options that you can use to customize the Dell Update
Package installation.

x
. . Usage: <package name> [options...]
=" Options:
2, hor fhelp : Display command line usage help
[for [force : Forces a downgrade to an older version
(1)
Jcor [check : Determines if the update can be applied to
the system (1)(2)
/s or [silent : Execute the update package silently without
user intervention
Jr or jreboot : Reboot if necessary after the update (1)
N=<file> or log=<file> : Append log messages to spedified
ASCII file (1)
Ju=<file> or fulog=<file> : Append log messages to specified
Unicode file (1)
Je=<path> or fextract=<path> : Extract files to spedified path
(1)
fior- : Fresh install when no previous version is
found (1)
(1) Must be used with /s or [silent

(2) Can NOT use (ff or fforce) with (fc or /check) option
(3) Can ONLY be used with (/s or /silent), (A or log), (fu or fulog)
options

Figure 4-6. DUP Command Line Options

Running the DUP Using the .bin File

The following procedure is supported only on Linux OS.

To update the DUP using the .bin file:
Copy the Network _Fi rmmare NJCX1 LN X Y. Z. BI N file to the system

1.

4.

under test (SUT).
Change the file type into an executable file as follows:
chnmod 777 Network _Firmwvare NJCX1 LN X Y. Z. BIN

To start the update process, issue the following command:

./ Network_Firmvare NJCX1 LN X Y.Z BIN

After the firmware is updated, reboot the system.

Example output from SUT during the DUP update:
./ Network_Firmvare_NJCX1 LN 08.07.26.BIN
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Col l ecting inventory..
Runni ng validation..
BCV67810 10 G gabit Ethernet rev 10 (p2pl)

The version of this Update Package is the sanme as the currently installed
versi on.

Sof t ware application nane: BCMb7810 10 G gabit Ethernet rev 10 (p2pl)
Package version: 08.07.26

Install ed version: 08.07.26

BCM67810 10 G gabit Ethernet rev 10 (p2p2)

The version of this Update Package is the same as the currently installed
versi on.

Sof tware application name: BCM67810 10 G gabit Ethernet rev 10 (p2p2)
Package version: 08.07.26

Install ed version: 08.07.26

Continue? YINY

Y entered; update was forced by user

Executing update..

WARNI NG DO NOT' STOP THI' S PROCESS OR | NSTALL OTHER DELL PRODUCTS WHI LE UPDATE
'S I N PROGRESS

THESE ACTI ONS MAY CAUSE YOUR SYSTEM TO BECOVE UNSTABLE

Devi ce: BCMb7810 10 G gabit Ethernet rev 10 (p2pl)
Application: BCVMb7810 10 G gabit Ethernet rev 10 (p2pl)
Updat e success.

Devi ce: BCMb7810 10 G gabit Ethernet rev 10 (p2p2)
Application: BCVW67810 10 G gabit Ethernet rev 10 (p2p2)
Updat e success.

Woul d you like to reboot your system now?

Continue? Y/INY
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Adapter Preboot
Configuration

During the host boot process, you have the opportunity to pause and perform
adapter management tasks using the Human Infrastructure Interface (HII)
application. These tasks include the following:

Displaying Firmware Image Properties

Configuring Device-level Parameters

B Configuring NIC Parameters
B Configuring Data Center Bridging
| Configuring Partitions

NOTE

The HII screen shots in this chapter are representative and may not match
the screens that you see on your system.
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Getting Started

To start the HIl application:

1. Open the System Setup window for your platform. For information about
launching the System Setup, consult the user guide for your system.

2. Inthe System Setup window (Figure 5-1), select Device Settings, and then
press ENTER.

System Setup

System Setup Main Menu

System BIOS
IDRAC Settings

Device Settings

Figure 5-1. System Setup

3. Inthe Device Settings window (Figure 5-2), select the QL45212 Adapter port
that you want to configure, and then press ENTER.

System Setup
Device Settings

ntegrated RAID Controller 13 Dell FERC «FERC HI30 Mini= Confiour ation Lty

MNIC in S

ort 12 Qlogic FastLind OL45212H 25GDE Adaplsr -

MIC in Slot 3 Port 20 Qlogic FastLind QLASZ12H 25GHE Adapter - O0ENEDZAC

Figure 5-2. System Setup: Device Settings
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4.  The Main Configuration Page presents the adapter management options
where you can set the partitioning mode.

Main Configuration Page

Firmware Image Froperties

Device Level Configuration

MIZ Configuration

Data Center Bridging (DCE) Settings

Device Mams Qlogic 25GE 2P ALASN2HxCU-DE Adapter
Chip Type BCMS57980S BO

PCI Device ID 1656

PCI Address 86:00

Blink LEDs 0

Link Status Connected

MAC Address 00:0EME:DEFSTE

Virtual MAC Address 00:00:00:00:00:00

Figure 5-3. Main Configuration Page
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U Under Device Level Configuration, set the Partitioning Mode to
NPAR to add the NIC Partitioning Configuration option to the Main
Configuration Page, as shown in Figure 5-4.

NOTE
NPAR is not available on ports with a maximum speed of 1G.

Main Configuration Page

Firmware Image Properties

Device Level Configuration

MIC Configuration

Data Center Bridging ({DCE) Settings

MIC Partitioning Configuration

Device Name Qlogic 25GE 2P QLAS22HxCU-DE Adapter

Figure 5-4. Main Configuration Page, Setting Partitioning Mode to NPAR

NIC in Slot 3 Port 1: QLogic FastLinQ QL45212H 25GbE Adapter - 00:0E-1ED3:AC:28

Man Configuration Page

rtit urat
Fartitianing iods  Default i m
Dreswicd WArTIEs e s Q) (jie FagtLing QLA5212H 26GHE Adaptar
Chip Typa BChSTSE05 BO
LR s - R = e 0 | 10
Lirk: Satiis o= mrertsmst s nst e st rieinas: iStDoRE ke
Parmanant MAC Addrags - e O0EAEDIZAC2E
B T R R OOEAEDS:ACEE

Figure 5-5. Main Configuration Page, Setting NPAR Partitioning Mode

In Figure 5-3 and Figure 5-4, the Main Configuration Page shows the following:

B Firmware Image Properties (see “Displaying Firmware Image Properties”
on page 44)

B Device Level Configuration (see “Configuring Device-level Parameters” on
page 45)
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NIC Configuration (see “Configuring NIC Parameters” on page 46)

Data Center Bridging (DCB) Settings (see “Configuring Data Center
Bridging” on page 49)

B NIC Partitioning Configuration (if NPAR is selected on the Device Level
Configuration page) (see “Configuring Partitions” on page 51)

In addition, the Main Configuration Page presents the adapter properties listed in
Table 5-1.

Table 5-1. Adapter Properties

Adapter Property Description

Device Name Factory-assigned device name

Chip Type ASIC version

PCI Device ID Unique vendor-specific PCI device ID

PCI Address PCI device address in bus-device function format

Blink LEDs User-defined blink count for the port LED

Link Status External link status

MAC Address Manufacturer-assigned permanent device MAC address
Virtual MAC Address User-defined device MAC address

Displaying Firmware Image Properties

To view the properties for the firmware image, select Firmware Image Properties
on the Main Configuration Page, and then press ENTER. The Firmware Image
Properties page (Figure 5-6) specifies the following view-only data:

B Family Firmware Version is the multiboot image version, which comprises
several firmware component images.

B MBI Version is the Cavium QLogic bundle image version that is active on
the device.

Controller BIOS Version is the management firmware version.
EFI Driver Version is the extensible firmware interface (EFI) driver version.

L2B Firmware Version is the NIC offload firmware version for boot.
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NIC in Slot 3 Port 1t QLogic FastLinQ QL45212H 25GbE Adapter - 00:0E:1E:D3:AC:28

Main Configuration Page « Firmware Image Properties

Family FirmWara VArSIOn -« . 0.0.0
IVIBL V@GO v 00.00.00

CrmirallEr EIoS MergiEn s 08.18.27.00
B VEGION -t (02,0102.14

Figure 5-6. Firmware Image Properties

Configuring Device-level Parameters

Device-level configuration comprises enabling single root-1/O virtualization
(SR-10V) and NIC partitioning, and enabling or disabling NPAReP. To perform
device-level configuration, select Device Level Configuration on the Main
Configuration Page, and then click Finish. Figure 5-7 shows the Device Level
Configuration page.

@ System Setup Help | About | Exit

NIC in Slot 5 Port 1 QLogic QL45212-DE 25 Gigabit Ethernet - 00:0E-1E:C4:B6:CC

Main Configuration Page « Device Level Configuration

Yirtualization Mode ‘NPar j|
NParEP Mode @ Enabled & Disabled

6 Select desired virtualization mode

Figure 5-7. System Setup: Device Level Configuration Page

To enable NIC partitioning (NPAR), single root input/output virtualization
(SR-10V), or both:

1. Onthe Main Configuration Page (Figure 5-3 on page 42), select Device
Level Configuration, and then click Finish.
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2. On the Device Level Configuration page (Figure 5-7), click Virtualization
Mode, and then select from the following options:

U NPAR enables NPAR.

0 SRIOV enables SR-IOV (non-partitioned virtualization).
O NPAR+SRIOV enables NPAR with SR-IOV.

U None disables all virtualization.

3. If NPARis enabled (with or without SR-IOV), and the system is capable of
alternate routing ID interpretation (ARI), choose to enable or disable
NPAReP mode:

O Click Disabled to specify four partitions per port (that is, 8 total PFs per
adapter), where each PF supports 16 SR-IOV VFs per PF.

O Click Enabled to specify eight partitions per port (that is, 16 total PFs
per adapter), where:

[ | 16 SR-IOV VFs are on the first 8 PFs (PFs 0— 7, which are the
first 4 PFs of each port).

B 8 SR-IOV VFs are on the second 8 PFs (PFs 8-15, which are the
last 4 PFs of each port).

B SR-IOV VFs are currently hard-allocated to their respective PFs.
Click Back.

When prompted, click Yes to save the changes. Changes will take effect
after a system reset.

Configuring NIC Parameters

NIC configuration includes setting the following parameters:

Link Speed

NIC + RDMA Mode
Boot Mode

FEC Mode

PXE Virtual LAN Mode
Virtual LAN ID
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To configure NIC parameters:

1. Onthe Main Configuration Page, select NIC Configuration (Figure 5-3 on
page 42), and then click Finish.

Figure 5-8 shows the NIC Configuration page.

Main Configuration Page « NIC Configuration

Link Speed
NIC + RDMA Mode

Boot Mode

Yirtual LAN Mode

Virtual LAN ID

@ Alto Negotiated 010 Ghps O 25 Ghps

@ Enabled » Disabled

OPXE @ Disabled
O Enabled @ Disabled

|1

Figure 5-8. NIC Configuration

2. Select one of the following Link Speed options. The link speed option you
choose applies to both adapter ports. The link speed and the forward error
correction (FEC) must match that of the connected switch or device port.

U Auto Negotiated automatically negotiates the link parameters with the
connected switch or device (default). FEC is automatically enabled.

Both ends must be in Auto Negotiation mode.

0 10 Gbps specifies the port fixed link speed at 10Gbps. FEC is not

supported.

U 25 Gbps specifies the port fixed link speed at 25Gbps.

3. For NIC + RDMA Mode, select either Enabled or Disabled for RDMA on
the port. This setting applies to all partitions of the port, if in NPAR mode.

4. FEC Mode is visible when 25 Gbps fixed speed mode is selected as the

Link Speed in Step 2. For FEC Mode, select one of the following options.
Not all FEC modes are available on all adapters.

a Disabled indicates that FEC is not enabled.

U Fire Code indicates that the link is configured to use Fire Code FEC;
the FEC sublayer operates similarly to Clause 74 FEC.

For Boot Mode, select one of the following values:
d PXE enables PXE boot.

U Disabled prevents this port from being used as a remote boot source.
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The Virtual LAN Mode parameter applies to the entire port when in PXE
remote install mode. It is not persistent after a PXE remote install finishes.
Select from the following VLAN options:

U  Enabled enables VLAN mode on this port for PXE remote install
mode.

1 Disabled disables VLAN mode on this port.

The Virtual LAN ID parameter specifies the VLAN tag ID to be used on this
port for PXE remote install mode. This setting applies only when Virtual
LAN Mode is enabled in the previous step.

Click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

To configure the port to use RDMA:

NOTE
Follow these steps to enable RDMA on all partitions of an NPAR mode port.

Set NIC + RDMA Mode to Enabled.
Click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

To configure the port's boot mode:

1.
2.
3.

For a UEFI PXE remote installation, select PXE as the Boot Mode.
Click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

To configure the port's PXE remote install to use a VLAN:

NOTE
This VLAN is not persistent after the PXE remote install is finished.

Set the Virtual LAN Mode to Enabled.
In the Virtual LAN ID box, enter the number to be used.
Click Back.
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4.  When prompted, click Yes to save the changes. Changes take effect after a
system reset.

Configuring Data Center Bridging

The data center bridging (DCB) settings comprise the DCBX protocol and the
RoCE priority.

To configure the DCB settings:

1. Onthe Main Configuration Page (Figure 5-3 on page 42), select Data
Center Bridging (DCB) Settings, and then click Finish.

2. On the Data Center Bridging (DCB) Settings page (Figure 5-9), select the
appropriate DCBX Protocol option:

a
a

Q
Q

Disabled disables DCBX on this port.

CEE enables the legacy Converged Enhanced Ethernet (CEE)
protocol DCBX mode on this port.

IEEE enables the IEEE DCBX protocol on this port.

Dynamic enables dynamic application of either the CEE or IEEE
protocol to match the attached link partner.

3.  Onthe Data Center Bridging (DCB) Settings page, enter the RoCE v1
Priority as a value from 0—7. This setting indicates the DCB traffic class
priority number used for RoCE traffic and should match the number used by
the DCB-enabled switching network for RoCE traffic.

Q

Q

O

0 specifies the usual priority number used by the lossy default or
common traffic class.

3 specifies the priority number used by lossless FCoE traffic.

4 specifies the priority number used by lossless iSCSI-TLV over DCB
traffic.

1, 2,5, 6, and 7 specify DCB traffic class priority numbers available for
RoCE use. Follow the respective OS RoCE setup instructions for using
this RoCE control.

Main Configuration Page + Data Center Bridging (DCB) Settings

DICE R [P E]| e | s s
ROCE V1 POy o oot s 0

Figure 5-9. System Setup: Data Center Bridging (DCB) Settings
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4, Click Back.

5.  When prompted, click Yes to save the changes. Changes take effect after a
system reset.

NOTE

When DCBX is enabled, the adapter periodically sends link layer discovery
protocol (LLDP) packets with a dedicated unicast address that serves as the
source MAC address. This LLDP MAC address is different from the
factory-assigned adapter Ethernet MAC address. If you examine the MAC
address table for the switch port that is connected to the adapter, you will
see two MAC addresses: one for LLDP packets and one for the adapter
Ethernet interface.
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Configuring Partitions

You can configure bandwidth ranges for each partition on the adapter.

To configure the maximum and minimum bandwidth allocations:

1. Onthe Main Configuration Page, select NIC Partitioning Configuration,

and then press ENTER.

2. On the Partitions Configuration page (Figure 5-10), select Global

Bandwidth Allocation.

Global Bandwidth Allocation

Fartition 1

Fartition 2

Fartition 3

Fartition 4
Fartition 5

Fartition 6

Fartition 7
Fartition 8

Fartition 1 Configuration

Fartition 2 Configuration

Fartition 3 Configuration

Fartition 4 Configuration

Fartition 5 Configuration

Fartition 6 Configuration

Fartition 7 Configuration

Fartition & Configuration

Main Configuration Page + NIC Partitioning Configuration

Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled

Figure 5-10. NIC Partitioning Configuration, Global Bandwidth Allocation
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Main Configuration Page

Firmware Image Properties

Device Level Configuration

MIC Configuration

Data Center Bridging (DCE) Settings

MIC Fartitioning Configuration

Device Mame Qlogic 25GE 2P AL45212HxCU-DE Adapter

Figure 5-11. Global Bandwidth Allocation, Partition 1 Configuration

3.  On the Global Bandwidth Allocation page (Figure 5-12), click each partition
minimum and maximum TX bandwidth field for which you want to allocate
bandwidth. There are four partitions per port if NPAReP mode is disabled
and eight partitions per port if NPAReP mode is enabled. NPAReP mode
requires that ARI be enabled in the BIOS for that adapter’s PCI slot.

NIC in Slot 5 Port 1: QLogic QL45212-DE 25 Gigabit Ethernet - 00:0E1E:C4:A3:52

Main Configuration Page « NIC Partitioning Configuration + Global Bandwidth Alocation

Partition 1 Minimum TX Bandwidth <. |O|
Partition 2 Minimum T Bandwidihy <. |O
Partition 3 Minirmum T Bandwridth |O
Partition 4 Minimurm TX Bandwidth |O
Partition 5 Minimum T Bandvridth |O
Partition & Minimum T Bandwridth |O
Partition 7 Minimurm TX Bandwidth |O
Partition 8 Minimum T Bandwridth |O
Partition 1 Maximum T Bandwidth e, |1OO
Partition 2 Maximum TX Bandwidth <. |1OO
Partition 3 Maximum TX Bandwidth <. |1OO

. Minimum Bandwidth represents the minimum transmit bandwidth of the partition as
percentage of the full physical port link speed. The Minimum ... (Press <F1= for more help)

Figure 5-12. Global Bandwidth Allocation Page: NPAReP Mode Enabled
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4.

Partition n Minimum TX Bandwidth is the minimum transmit
bandwidth of the selected partition expressed as a percentage of the
maximum physical port link speed. Values can be 0-100. When DCBX
ETS mode is enabled, the per-traffic class DCBX ETS minimum
bandwidth value is used simultaneously with the per-partition minimum
TX bandwidth value.The total of the minimum TX bandwidth values of
all partitions on a single port must equal 100 or be all zeros.

Setting the TX bandwidth to all zeros is similar to equally dividing the
available bandwidth over every active partition; however, the
bandwidth is dynamically allocated over all actively sending partitions.
A zero value (when one or more of the other values are set to a
non-zero value) allocates a minimum of one percent to that partition,
when congestion (from all of the partitions) is restricting TX bandwidth.

Partition n Maximum TX Bandwidth is the maximum transmit
bandwidth of the selected partition expressed as a percentage of the
maximum physical port link speed. Values can be 1-100. The
per-partition maximum TX bandwidth value applies regardless of the
DCBX ETS mode setting.

Type a value in each selected field, and then click Back.

When prompted, click Yes to save the changes. Changes take effect after a
system reset.

To configure partitions:

1.

To examine a specific partition configuration, on the NIC Partitioning
Configuration page (Figure 5-10 on page 51), select Partition n
Configuration. If NParEP is not enabled, only four partitions exist per port.
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2. To configure the first partition, select Partition 1 Configuration to open the
Partition 1 Configuration page (Figure 5-13), which shows the following

parameters:
0 NIC Mode (always enabled)
O  PCl Device ID
O PCI (bus) Address
0d MAC Address
Q  Virtual MAC Address
Main Configuration Page + NIC Partitioning Configuration « Partition 1 Configuration
MNIC Mode Enabled
FCl Device ID 1656
FCl Address 3B:00:00
MAC Address 00:0EE:C4:CE:48
Virtual MAC Address 00:00:00:00:00:00

Figure 5-13. Partition 1 Configuration

3.  To configure the second partition, select Partition 2 Configuration to open
the Partition 2 Configuration page. If FCoE Offload is present, the Partition 2
Configuration (Figure 5-14) shows the following parameters:

0 NIC Mode enables or disables the L2 Ethernet NIC personality on
Partitions 2 and greater. To disable any of the remaining partitions, set
the NIC Mode to Disabled. To disable offload-capable partitions,
disable both the NIC Mode and respective offload mode.

PCI Device ID

PCI (bus) Address
MAC Address

Virtual MAC Address

O 00D

Main Configuration Page + NIC Partitioning Configuration « Partition 2 Configuration

NIC Wode @ Enabled O Disabled
B e Y el e R B 5 5

MAC Address 00:0EE:C4:CE:4A
Wirtual MAC Address 00:00:00:00:00:00

Figure 5-14. Partition 2 Configuration: FCoE Offload
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RoCE Configuration

This chapter describes RDMA over converged Ethernet (RoCE v1 and v2)
configuration on the QL45212 Adapter, the Ethernet switch, and the Windows or
Linux host, including:

Supported Operating Systems and OFED

Planning for RoCE

Preparing the Adapter

Preparing the Ethernet Switch

Configuring RoCE on the Adapter for Windows Server
Configuring RoCE on the Adapter for Linux
Configuring RoCE on the Adapter for ESX

NOTE
Some RoCE features may not be fully enabled in the current release.

55 BC0154503-00 E



6—R0oCE Configuration

Supported Operating Systems and OFED

Supported Operating Systems and OFED

Table 6-1 shows the operating system support for RoCE v1, RoCE v2, and OFED.

Table 6-1. OS Support for RoCE v1, RoCE v2, iWARP, and OFED

Operating System
Windows Server 2012 R2
Windows Server 2016
RHEL 6.8
RHEL 6.9
RHEL 7.3

RHEL 7.4

SLES 12 SP3

CentOS 7.3

CentOS 7.4

VMware ESXi 6.0 u3

VMware ESXi 6.5, 6.5U1 2

Inbox

RoCE v1, RoCE v2
RoCE v1, RoCE v2
RoCE v1, iWARP
RoCE v1, iWARP

RoCE v1, RoCE v2, iWARP,
iISER

RoCE v1, RoCE v2, iWARP,
iISER

RoCE v1, RoCE v2, iWARP,
ISER

RoCE v1, RoCE v2, iWARP,
iISER

RoCE v1, RoCE v2, iWARP,
iISER

No
RoCE v1, RoCE v2

OFED 3.18-3 GA

No
No

RoCE v1, iWARP
No

No

No

No

No

No

N/A
N/A

OFED-4.8-1 GA

No
No
No
No

RoCE v1, RoCE v2,
iIWARP

No
No
RoCE v1, RoCE v2,

iIWARP
No

2 The certified RoCE driver is not included in this release. The uncertified driver is available as an early preview.
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Planning for RoCE

As you prepare to implement RoCE, consider the following limitations:

If you are using the inbox OFED, the operating system should be the same
on the server and client systems. Some of the applications may work
between different operating systems, but there is no guarantee. This is an
OFED limitation.

For OFED applications (most often perftest applications), server and client
applications should use the same options and values. Problems can arise if
the operating system and the perftest application have different versions. To
confirm the perftest version, issue the following command:

# i b_send_bw --version
Building libgedr in inbox OFED requires installing libibverbs-devel.

Running user space applications in inbox OFED requires installing the

InfiniBand® Support group, by yum groupinstall “InfiniBand Support” that
contains libibcm, libibverbs, and more.

OFED and RDMA applications that depend on libibverbs also require the
QLogic RDMA user space library, libgedr. Install libgedr using the libgedr
RPM or source packages.

RoCE supports only little endian.

RoCE does not work over a VF in an SR-IOV environment.
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Preparing

the Adapter

Follow these steps to enable DCBX and specify the RoCE priority using the HII
management application. For information about the HIl application, see Chapter 5
Adapter Preboot Configuration.

To prepare the adapter:

1.

Preparing

In the Main Configuration Page, select Data Center Bridging (DCB)
Settings, and then click Finish.

In the Data Center Bridging (DCB) Settings window, click the DCBX
Protocol option. The QL45212 Adapter supports both CEE and IEEE
protocols. This value should match the corresponding value on the DCB
switch. In this example, select CEE or Dynamic.

In the RoCE Priority box, type a priority value. This value should match the
corresponding value on the DCB switch. In this example, type 5. Typically, 0
is used for the default lossy traffic class, 3 is used for the FCoE traffic class,
and 4 is used for lossless iISCSI-TLV over DCB traffic class.

Click Back.

When prompted, click Yes to save the changes. Changes will not take effect
until after a system reset.

For Windows, you can configure DCBX using the HIl or QoS method.The
configuration shown in this section is through HIl. For QoS, refer to
“Configuring QoS for RoCE” on page 110

the Ethernet Switch

This section describes how to configure a Cisco® Nexus® 6000 Ethernet Switch
and a Dell 29100 Ethernet Switch for RoCE.

Configuring the Cisco Nexus 6000 Ethernet Switch
Configuring the Dell 29100 Ethernet Switch

Configuring the Cisco Nexus 6000 Ethernet Switch
Steps for configuring the Cisco Nexus 6000 Ethernet Switch for RoCE include
configuring class maps, configuring policy maps, applying the policy, and
assigning a VLAN ID to the switch port.

To configure the Cisco switch:

1.

Open a config terminal session as follows:

Switch# config term nal
swi tch(config)#
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2. Configure quality of service (QoS) class map and set the RoCE priority to
match the adapter (5) as follows:
switch(config)# class-map type qos class-roce
switch(config)# match cos 5

3.  Configure queuing class maps as follows:

switch(config)# class-map type queui ng cl ass-roce
switch(config)# match qos-group 3

4.  Configure network QoS class maps as follows:

switch(config)# class-map type network-qos class-roce
swi tch(config)# match qos-group 3

5.  Configure QoS policy maps as follows:
switch(config)# policy-nmap type gqos roce
switch(config)# class type qos cl ass-roce
switch(config)# set qos-group 3

6. Configure queuing policy maps to assign network bandwidth. In this
example, use a value of 50 percent:
switch(config)# policy-map type queuing roce
switch(config)# class type queuing class-roce
swi tch(config)# bandw dth percent 50

7.  Configure network QoS policy maps to set priority flow control for no-drop
traffic class as follows:
swi tch(config)# policy-map type network-qos roce
switch(config)# class type network-qos cl ass-roce
swi tch(config)# pause no-drop

8.  Apply the new policy at the system level as follows

switch(config)# system qos
swi tch(config)# service-policy type qos input roce
switch(config)# service-policy type queui ng output roce
swi tch(config)# service-policy type queuing input roce
switch(config)# service-policy type network-qos roce

9. Assign a VLAN ID to the switch port to match the VLAN ID assigned to the
adapter (5).
switch(config)# interface ethernet x/x

switch(config)# switchport node trunk
switch(config)# switchport trunk allowed vlian 1,5
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Configuring the Dell Z9100 Ethernet Switch

To configure the Dell Z9100 Ethernet Switch for RoCE, see the procedure in
Appendix C Dell Z9100 Switch Configuration.

Configuring RoCE on the Adapter for Windows
Server

Configuring RoCE on the adapter for Windows Server comprises enabling RoCE
on the adapter and verifying the Network Direct MTU size.

To configure RoCE on a Windows Server host:
1. Enable RoCE on the adapter.

a. Open the Windows Device Manager, and then open the QL45212
Adapters NDIS Miniport Properties.

b.  On the QLogic FastLinQ Adapter Properties, click the Advanced tab.

c.  Onthe Advanced page, configure the properties listed in Table 6-2 by
selecting each item under Property and choosing an appropriate
Value for that item. Then click OK.

Table 6-2. Advanced Properties for RoCE

Property Value or Description

Network Direct Functionality Enabled

Network Direct Mtu Size The network direct MTU size must be less than the
jumbo packet size.

RDMA Mode RoCE v1 or RoCE v2.

VLAN ID Assign any VLAN ID to the interface. The value must
be the same as is assigned on the switch.
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Figure 6-1 shows an example of configuring a property value.

Qlogic FastLinQ QL45212H 25GbE Adapter (VED Clie... -

General | Advanced | Driver | Details | Events I Power Management |

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value
on the right.

Property: Value:

1024 ]
MUMA node ID

MVGRE Encapsulated Task Offloa
Priorty & VLAM

Receive Buffers (0=Auta)

Receive Side Scaling

Recv Segment Coalescing (IPv4)
Recv Segment Coalescing (IPvE) | =
RoCE Mode -
RSSProfile

Speed & Duplex

SR-I0V

TCP/UDP Checksum Offload ([P
TCP/UDP Checksum Cffload (IPwt ™

| ok || Cancel |

Figure 6-1. Configuring RoCE Properties

Using Windows PowerShell, verify that RDMA is enabled on the adapter.
The Get - Net Adapt er Rdma command lists the adapters that support
RDMA—both ports are enabled.

NOTE

If you are configuring RoCE over Hyper-V, do not assign a VLAN ID to
the physical interface.

PS C:.\ Users\ Admi ni strator> Get-Net Adapt er Rdma

Narme I nterfaceDescription Enabl ed
SLOT 4 3 Port 1 QLogi ¢ FastLinQ Q.45212... True
SLOT 4 3 Port 2 QLogi ¢ FastLinQ Q45212... True

61 BC0154503-00



6—R0oCE Configuration
Configuring RoCE on the Adapter for Linux

Using Windows PowerShell, verify that Net wor kDi rect is enabled on the
host operating system. The Get-Net O f| oadd obal Setti ng command
shows Net wor kDi r ect is enabled.

PS C.\ Users\ Admi ni strators> CGet-Net O fl oadd obal Setting

Recei veSi deScal i ng . Enabl ed
Recei veSegment Coal esci ng : Enabl ed
Chi nmey . Disabl ed
TaskOf f | oad . Enabl ed
Net wor kDi r ect : Enabl ed
Net wor kDi r ect Acr ossl PSubnets : Bl ocked
Packet Coal esci ngFi |l ter . Disabl ed

Connect a server message block (SMB) drive, run RoCE traffic, and verify
the results.

To set up and connect to an SMB drive, view the information available online
from Microsoft:

https://technet.microsoft.com/en-us/library/hh831795(v=ws.11).aspx

By default, Microsoft's SMB Direct establishes two RDMA connections per
port, which provides good performance, including line rate at a higher block
size (for example, 64KB). To optimize performance, you can change the
guantity of RDMA connections per RDMA interface to four (or greater).

To increase the quantity of RDMA connections to four (or more), issue the
following command in Windows PowerShell:

PS C:\ Users\ Adm nistrator> Set-ltenProperty -Path

"HKLM \ SYSTEM Cur r ent Cont r ol Set\ Ser vi ces\ LanmanWor kst at i on\
Par anmet er s" Connect i onCount Per RdnaNet wor kl nt er f ace - Type
DWORD - Val ue 4 —Force

Configuring RoCE on the Adapter for Linux

This section describes the RoCE configuration procedure for RHEL and SLES. It
also describes how to verify the ROCE configuration and provides some guidance
about using group IDs (GIDs) with VLAN interfaces.

RoCE Configuration for RHEL

RoCE Configuration for SLES

Verifying the RoCE Configuration on Linux
VLAN Interfaces and GID Index Values

RoCE v2 Configuration for Linux
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RoCE Configuration for RHEL

To configure RoCE on the adapter, the Open Fabrics Enterprise Distribution
(OFED) must be installed and configured on the RHEL host.

To prepare inbox OFED for RHEL:

1.

While installing or upgrading the operating system, select the InfiniBand and
OFED support packages.

Install the following RPMs from the RHEL ISO image:

I'i bi bver bs-devel -x. x. x. x86_64.rpm
(required for libgedr library)

perftest-x.X.X.x86_64.rpm
(required for InfiniBand bandwidth and latency applications)

or, using Yum, install the inbox OFED:

yum groupi nstall "Infini band Support"”
yuminstall perftest
yuminstall tcl tcl-devel tk zlib-devel |ibibverbs

i bi bver bs-devel

NOTE

During installation, if you already selected the previously mentioned
packages, you need not reinstall them. The inbox OFED and support
packages may vary depending on the operating system version.

Install the new Linux drivers as described in “Installing the Linux Drivers with
RDMA” on page 15.

RoCE Configuration for SLES

To configure ROCE on the adapter for an SLES host, OFED must be installed and
configured on the SLES host.

To install inbox OFED for SLES Linux:

1.

While installing or upgrading the operating system, select the InfiniBand
support packages.

Install the following RPMs from the corresponding SLES SDK kit image:

|'i bi bver bs-devel - x. x. x. x86_64. rpm
(required for libgedr installation)

perftest-x.x.x.x86_64.rpm
(required for bandwidth and latency applications)
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3.

Install the Linux drivers, as described in “Installing the Linux Drivers with
RDMA” on page 15.

Verifying the RoCE Configuration on Linux

After installing OFED, installing the Linux driver, and loading the RoCE drivers,
verify that the RoCE devices were detected on all Linux operating systems.

To verify RoCE configuration on Linux:

1.
2.

Stop firewall tables using servi ce/ systenct| commands.

For RHEL only: If the RDMA service is installed (yum i nstal | rdma), verify
that the RDMA service has started.

NOTE

For RHEL 6.x and SLES 11 SP4, you must start RDMA service after
reboot. For RHEL 7.x and SLES 12 SPX and later, RDMA service
starts itself after reboot.

On RHEL or CentOS: Use the servi ce rdma status command to start
service:

[l If RDMA has not started, issue the following command:

# service rdnma start

0 If RDMA does not start, issue either of the following alternative
commands:

# /etc/init.d/rdm start
or
# systenttl start rdma. service
Verify that the ROCE devices were detected by examining the dmesg logs:

# dnesg| grep qedr
[ 87910.988411] qedr: discovered and registered 2 RoCE funcs

Verify that all of the modules have been loaded. For example:

# | smod| grep qedr

gedr 89871 O

gede 96670 1 qgedr

ged 2075255 2 gede, gedr

ib _core 88311 16 gedr, rdma_cm ib_cm

ib_sa,iwcmxprtrdma,ib_mad,ib_srp
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ib ucmib_iser,ib srpt,ib_uned,
i b_uverbs,rdma_ucmib_ipoib,ib_isert

5.  Configure the IP address and enable the port using a configuration method
such as ifconfig:

# ifconfig ethX 192.168. 10. 10/ 24 up

6. Issue the i bv_devi nf o command. For each PCI function, you should see a
separate hca_i d, as shown in the following example:

r oot @apt ai n: ~# i bv_devi nfo

hca_id:

gedrO
transport:

fw ver:
node_gui d:
sys_i mage_gui d:
vendor i d:
vendor _part _id:
hw ver:
phys_port_cnt:

port: 1
st at e:
max_nt u:
active_ntu:
smlid:
port lid:
port | nc:
link_| ayer:

I nfiniBand (0)
8.3.9.0

020e: 1eff: fe50:c7c0
020e: leff: feb0:c7cO
0x1077

5684

0x0

1

PORT_ACTI VE (1)
4096 (5)
1024 (3)
0
0
0x00
Et her net

7.  Verify the L2 and RoCE connectivity between all servers: one server acts as
a server, another acts as a client.

O Verify the L2 connection using a simple pi ng command.

O Verify the RoCE connection by performing an RDMA ping on the
server or client:

On the server, issue the following command:

i bv_rc_pingpong -d <ib-dev> -g 0

On the client, issue the following command:

i bv_rc_pingpong -d <ib-dev> -g 0 <server L2 |IP address>
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The following are examples of successful ping pong tests on the server and the
client.

Server Ping:

root @aptain: ~# ibv_rc_pingpong -d gedrO -g O

| ocal address: LID 0x0000, QPN Oxff0000, PSN 0xb3e07e, G D
fe80::20e: leff:feb0:c7cO

renote address: LID 0x0000, QPN Oxff0000, PSN 0x934d28, G D
f e80: : 20e: lef f: feb0: c570

8192000 bytes in 0.05 seconds = 1436.97 Mit/sec
1000 iters in 0.05 seconds = 45.61 usec/iter

Client Ping:

root @ anbodar: ~# i bv_rc_pingpong -d qedr0 -g 0 192.168. 10. 165

| ocal address: LID 0x0000, QPN OxffO0000, PSN 0x934d28, G D
fe80:: 20e: 1leff: fe50: c570

renote address: LID 0x0000, QPN OxffO0000, PSN Oxb3e0O7e, G D
fe80: : 20e: leff:feb0:c7cO

8192000 bytes in 0.02 seconds = 4211.28 Miit/sec
1000 iters in 0.02 seconds = 15.56 usec/iter

B To display RoCE statistics, issue the following commands, where X is the
device number:

> mount -t debugfs nodev /sys/kernel/debug
> cat /sys/ kernel /debug/ gedr/ gedr X/ stats

VLAN Interfaces and GID Index Values

If you are using VLAN interfaces on both the server and the client, you must also
configure the same VLAN ID on the switch. If you are running traffic through a
switch, the InfiniBand applications must use the correct GID value, which is based
on the VLAN ID and VLAN IP address.

Based on the following results, the GID value (-x 4 / -x 5) should be used for any
perftest applications.

# ibv_devinfo -d qedrO -v|grep G D

0]: fe80:0000: 0000: 0000: 020e: leff: fe50: c5b0
1]: 0000: 0000: 0000: 0000: 0000: ffff:cOa8: 0103
2]: 2001: 0db1: 0000: 0000: 020e: lef f: f e50: c5b0
3]: 2001: 0db2: 0000: 0000: 020e: 1leff: fe50: c5b0

GO
G0
GO
G0
chb|
G0

4] :

0000: 0000: 0000: 0000: 0000: ffff: c0a8: 0b03 IP address for VLAN interface

5]: fe80:0000: 0000: 0000: 020e: 1e00: 0350: c5b0 VLAN ID 3
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NOTE

The default GID value is zero (0) for back-to-back or pause settings. For
server/switch configurations, you must identify the proper GID value. If you
are using a switch, refer to the corresponding switch configuration
documents for the proper settings.

RoCE v2 Configuration for Linux
To verify ROCE v2 functionality, you must use RoCE v2 supported kernels.

To configure RoCE v2 for Linux:

1.

2.

Ensure that you are using one of the following supported kernels:

a
a

SLES 12 SP2 GA
RHEL 7.3 GA

Configure RoCE v2 as follows:

a.
b.

C.

Identify the GID index for RoCE v2.
Configure the routing address for the server and client.

Enable L3 routing on the switch.

NOTE

You can configure RoCE v1 and RoCE v2 by using

RoCE v2-supported kernels. These kernels allow you to run RoCE
traffic over the same subnet, as well as over different subnets such as
RoCE v2 and any routable environment. Only a few settings are
required for RoCE v2, and all other switch and adapter settings are
common for RoCE v1 and RoCE v2.

Identifying RoCE v2 GID Index or Address

To find RoCE v1- and RoCE v2-specific GIDs, use either sys or class parameters,
or run RoCE scripts from the QL45212 FastLinQ source package. To check the
default RoCE GID Index and address, issue the i bv_devi nfo command and
compare it with the sys or class parameters. For example:

#i bv_devinfo -d qedrO -v|grep G D

GO
G0
GO
G0
GO
G0

0] :

1]:
2] :
3]:
4] :
5] :

f e80: 0000: 0000: 0000: 020e: lef f: fec4d: 1b20
f e80: 0000: 0000: 0000: 020e: 1ef f: fec4d: 1b20
0000: 0000: 0000: 0000: 0000: ffff: 1e01: 010a
0000: 0000: 0000: 0000: 0000: ffff: 1e01: 010a
3ffe: ffff;0000: 0f 21: 0000: 0000: 0000: 0004
3ffe:ffff;:0000:0f 21: 0000: 0000: 0000: 0004
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GO
GO

6] :
7]:

0000: 0000: 0000: 0000: 0000: ffff:cOa8: 6403
0000: 0000: 0000: 0000: 0000: ffff:cOa8: 6403

Verifying RoCE v1 or RoCE v2 GID Index and Address from
sys and class Parameters

Use one of the following options to verify the RoCE v1 or RoCE v2 GID Index and

address from the sys and class parameters:

Option 1:

# cat /sys/class/infiniband/ gedrO/ports/1/gid_attrs/types/O

| B/ RoCE v1

# cat /sys/class/infiniband/ gedrO/ports/1/gid _attrs/types/1

RoCE v2

# cat /sys/class/infiniband/ gedrO/ports/1/gids/O

f e80: 0000: 0000: 0000: 020e: 1lef f: fec4: 1b20

# cat /sys/class/infiniband/ gedrO/ports/1/gids/1

f e80: 0000: 0000: 0000: 020e: leff: fec4: 1b20

Option 2:

Use the scripts from the FastLinQ source package.

#/ ../fastling-8.x.x.x/add-ons/roce/ show_gi ds. sh

DEV

gqedrO
gedrO
gqedrO
gedrO
gqedrO
gedrO
gqedrO
gedrO
gedr1
gedr 1

PORT

N = = T = T = T =SS

I NDEX

P O N o o A W N B O

GD

f e80: 0000: 0000:
fe80: 0000: 0000:
0000: 0000: 0000
0000: 0000: 0000
3ffe:ffff:0000
3ffe:ffff:0000
0000: 0000: 0000
0000: 0000: 0000
f e80: 0000: 0000:
fe80: 0000: 0000:

0000:
0000:
0000:
0000:
of 21:
0f 21:
0000:
0000:
0000:
0000:

020e:
020e:
0000:
0000:
0000:
0000:
0000:
0000:
020e:
020e:

leff:fec4:
leff:fec4:
ffff:1e01:
ffff:1le0l:
0000: 0000:
0000: 0000:
ffff:co0a8:
ffff:cOa8:
leff:fec4:
leff:fec4:

1b20
1b20
010a
010a
0004
0004
6403
6403
1b21
1b21

30.1.1.10
30.1.1.10

192. 168. 100. 3
192.168.100. 3

VER

vl
v2
vl
v2
vl
v2

v2
vl
v2

p4pl
p4pl
p4pl
p4pl
p4pl
p4pl
p4pl. 100
p4pl. 100
p4p2
p4p2
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NOTE

You must specify the GID index values for RoCE v1- or

RoCE v2-based on server or switch configuration (Pause/PFC). Use
GID index for the link local IPv6 address, IPv4 address, or IPv6
address. To use VLAN tagged frames for RoCE traffic, you must
specify GID index values that are derived from the VLAN IPv4 or IPv6
address.

Verifying RoCE v1 or RoCE v2 Function Through
perftest Applications

This section shows how to verify RoCE v1 or RoCE v2 function through perftest
applications. In this example, the following server IP and client IP are used:

| Server IP: 192.168.100.3
[ | Client IP; 192.168.100.4

Verifying RoCE v1

Run over the same subnet and use the RoCE v1 GID index.
Server# ib_send bw -d qedr0 -F -x 0

Client# ib_send_bw -d gqedrO -F -x 0 192.168.100.3
Verifying RoCE v2

Run over the same subnet and use the RoCE v2 GID index.

Server# ib_send bw -d qedrO -F -x 1
Client# ib_send_bw -d qedrO -F -x 1 192.168.100. 3

NOTE

If you are running through a switch PFC configuration, use VLAN GIDs for
RoCE v1 or v2 through the same subnet.

Verifying ROCE v2 Through Different Subnets

NOTE

You must first configure the route settings for the switch and servers. On the
adapter, set the RoCE priority and DCBX mode using the HIl or UEFI user
interface.
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To verify RoCE v2 through different subnets.

1.  Set the route configuration for the server and client using the DCBX-PFC
configuration.

0 System Settings:
Server VLAN IP : 192.168.100.3 and Gateway :192.168.100.1
Client VLAN IP :192.168.101.3 and Gateway :192.168.101.1
U Server Configuration:

#/sbin/ip link add |ink p4pl nane p4pl.100 type vlian id 100
#i fconfig p4pl. 100 192.168. 100. 3/ 24 up
#ip route add 192.168.101.0/24 via 192.168.100.1 dev p4pl. 100

0 Client Configuration:

#/sbin/ip link add |ink p4pl name p4pl.101 type vlian id 101
#i fconfig p4pl.101 192.168. 101. 3/ 24 up
#ip route add 192.168.100.0/24 via 192.168.101.1 dev p4pl.101

2. Set the switch settings using the following procedure.

O  Use any flow control method (Pause, DCBX-CEE, or DCBX-IEEE),
and enable IP routing for RoCE v2. See “Preparing the Ethernet
Switch” on page 58 for RoCE v2 configuration, or refer to the vendor
switch documents.

U If you are using PFC configuration and L3 routing, run RoCE v2 traffic
over the VLAN using a different subnet, and use the RoCE v2 VLAN
GID index.
Server# ib_send bw -d qedrO -F -x 5
Client# ib_send_bw -d gqedrO0 -F -x 5 192.168. 100. 3
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Server Switch Settings:

Figure 6-2. Switch Settings, Server

Client Switch Settings:

Figure 6-3. Switch Settings, Client
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Configuring RoCE v1 or RoCE v2 Settings for RDMA_CM
Applications

To configure RoOCE, use the following scripts from the FastLinQ source package:
# ./show rdnma_cmroce_ver.sh

gedrO is configured to I B/ RoCE vl

gedrl is configured to | B/ RoCE vl

# ./config_rdma_cmroce_ver.sh v2
configured rdma_cm for gedr0 to RoCE v2
configured rdma_cmfor gedrl to RoCE v2

Server Settings:

Figure 6-4. Configuring RDMA_CM Applications: Server

Client Settings:

Figure 6-5. Configuring RDMA_CM Applications: Client
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Configuring RoCE on the Adapter for ESX

This section provides the following procedures and information for RoCE
configuration:

[ | Configuring RDMA Interfaces

Configuring MTU

RoCE Mode and Statistics

Configuring a Paravirtual RDMA Device (PVRDMA)

Configuring RDMA Interfaces

To configure the RDMA interfaces:
1. Install both QLogic NIC and RoCE drivers.

2. Using the module parameter, enable the RoCE function from the NIC driver
by issuing the following command:

esxcfg-nodul e -s 'enabl e roce=1'" gedentv

To apply the change, reload the NIC driver or reboot the system.

3. To view a list of the NIC interfaces, issue the esxcfg-nics -1 command.
For example:
esxcfg-nics -1
Nane PCl Driver Li nk Speed Dupl ex MAC Address MTU Descri ption
Vmmi cO 0000: 01: 00. 2 gedentv Up 25000Mops  Ful | a4: 5d: 36: 2b: 6¢: 92 1500 QLogi ¢ Corp.
Q.ogi ¢ FastLinQ QL41lxxx 1/10/25 GbE Et hernet Adapter
Vmmi cl 0000: 01: 00. 3 gedentv Up 25000Mops  Ful | a4: 5d: 36: 2b: 6¢: 93 1500 QLogi ¢ Corp.

Q.ogi ¢ FastLinQ QL41xxx 1/10/25 GbE Et hernet Adapter

4, To view a list of the RDMA devices, issue the esxcli rdma device |i st
command. For example:

esxcli rdma device list

Nane Driver State MIU  Speed Paired Uplink Description
vnrdmaO gedrntv  Active 1024 25 Gbhps vmicO QLogi ¢ FastLi nQ QL45xxx RDVA Interface
vnrdmal gedrntv Active 1024 25 Gbhps vmicl QLogi ¢ FastLi nQ QL45xxx RDMA Interface

5. To create a new virtual switch, issue the following command:

esxcli network vswitch standard add -v <new vswi tch name>

For example:

# esxcli network vswitch standard add -v roce_vs

This creates a new virtual switch named roce_vs.
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6. To associate the QLogic NIC port to the vSwitch, issue the following
command:

# esxcli network vswitch standard uplink add -u <uplink
device> -v <roce vswi tch>

For example:

# esxcli network vswitch standard uplink add -u vmmicO -v
roce_vs

7.  To create a new port group on this vSwitch, issue the following command:

# esxcli network vswitch standard portgroup add -p roce_pg -v
roce_vs

For example:

# esxcli network vswitch standard portgroup add -p roce_pg -v
roce_vs

8.  To create a vmknic interface on this port group and configure the IP, issue
the following command:

# esxcfg-vnknic -a -i <IP address> -n <subnet mask> <roce port
group nane>

For example:

# esxcfg-vnknic -a -i 192.168. 10.20 -n 255. 255.255.0 roce_pg
9.  To configure the VLAN ID, issue the following command:

# esxcfg-vswitch -v <VLAN ID> -p roce_pg

To run RoCE traffic with VLAN ID, configure the VLAN ID on the
corresponding VMkernel port group.

Configuring MTU

To modify MTU for RoCE interface, change the MTU of the corresponding
vSwitch. Set the MTU size of the RDMA interface based on MTU of the vSwitch by
issuing the following command:

# esxcfg-vswitch -m <new MIU> <RoCE vswi tch name>

For example:

# esxcfg-vswitch -m 4000 roce_vs
# esxcli rdma device |ist

Nane Driver State MIU Speed Paired Uplink Description

vnrdmaO gqedrntv Active 2048 25 Gbhps vmicO QLogi ¢ FastLi nQ QL45xxx RDMA Interface

vnrdmal gqedrntv Active 1024 25 Gbhps vmicl QLogi ¢ FastLi nQ QL45xxx RDMA Interface
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RoCE Mode and Statistics

For the RoCE mode, ESXi requires concurrent support of both RoCE v1 and v2.
The decision regarding which RoCE mode to use is made during queue pair
creation. The ESXi driver advertises both modes during registration and
initialization. To view RoOCE statistics, issue the following command:

# esxcli

Error
Error
Error

rdna device stats get
Packets received: 0
Packets sent:
Bytes received: 0O
Byt es sent:
packets received: O
packets sent: O

| ength packets received: 0

0

Uni cast packets received: 0

Mul ticast packets received: 0O

Uni cast bytes received: 0
Mul ticast bytes received: O
Uni cast packets sent: 0
Mul ticast packets sent: O
Uni cast bytes sent: 0

Mul ticast bytes sent: O
al l ocated: O
in RESET state:

Queue
Queue
Queue
Queue
Queue
Queue
Queue
Queue
Queue

Conpl eti on queues al |l ocat ed:
Conpl eti on queue events:
Shared receive queues allocated: 0O
Shared receive queue events:
Protecti on domains allocated: 1

pai
pai
pai
pai
pai
pai
pai
pai

rs
rs
rs
rs
rs
rs
rs
rs

n

5 5 S5 S5 S

n

INIT state:
RTR st at e:
RTS state:
SQ@D state:
SQE state:
ERR st at e:

pair events: 0

0

O O O o o

Menory regions allocated: 3

Address handl es al |l ocated: 0

Menory wi ndows al |l ocated: O

-d vnr dnma0
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Configuring a Paravirtual RDMA Device (PVRDMA)

To configure PVRDMA using vCenter interface:

1. Create and configure a new distributed virtual switch as follows:

a. Inthe VMware vSphere Web Client, right-click the RoCE node in the
left pane of the Navigator window.
b. On the Actions menu, point to Distributed Switch, and then click New
Distributed Switch.
Select version 6.5.0.
d. Under New Distributed Switch, click Edit settings, and then
configure the following:
[ | Number of uplinks. Select an appropriate value.
[ | Network I/O Control. Select Disabled.
B Default port group. Select this check box.
B Port group name. Enter a name for the port group.
Figure 6-6 shows an example.
&= New Distributed Switch 2) M
+/ 1 Name and location Edit settings
Specify number of uplink ports, resource allocation and default port group
+/ 2 Selectversion
» =
Number of uplinks: 4 =
4 Ready to complete
Network /O Control: Disabled v
Default port group: v Create a default port group
Port group name RoCE-PG

Figure 6-6. Configuring a New Distributed Switch

2. Configure a distributed virtual switch as follows:
In the VMware vSphere Web Client, expand the RoCE node in the left

a.

pane of the Navigator window.

Right-click RoCE-VDS, and then click Add and Manage Hosts.

Under Add and Manage Hosts, configure the following:

B Assign uplinks. Select from the list of available uplinks.

| Manage VMkernel network adapters. Accept the default, and

then click Next.

B Migrate VM networking. Assign the port group created in

Step 1.
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3.  Assign a vmknic for PYRDMA to use on ESX hosts:

a.
b.

Right-click a host, and then click Settings.

On the Settings page, expand the System node, and then click
Advanced System Settings.

The Advanced System Settings page shows the key-pair value and its
summary. Click Edit.

On the Edit Advanced System Settings page, filter on PYRDMA to
narrow all the setting to just Net. PVRDMAVmMKknic.

Set the Net.PVYRDMAVmknic value to vmknic; for example, vmk1.

Figure 6-7 shows an example.

[ 172.28.12.48 - Edit Advanced System Settings ©)

A\ Modifying configuration parameters is unsupported and can cause instability. Continue only if you know what you are

doing

@ PVRDIA -

Name

Summary
NetPVRDMAVmknic I emict | Vmknic for PVRDMA

Figure 6-7. Assigning a vmknic for PVRDMA

4, Set the firewall rule for the PVRDMA:

a.
b.

Right-click a host, and then click Settings.

On the Settings page, expand the System node, and then click
Security Profile.

On the Firewall Summary page, click Edit.

In the Edit Security Profile dialog box under Name, scroll down, select
the pvrdma check box, and then select the Set Firewall check box.
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Figure 6-8 shows an example.

 [J 172.28.12.48: Edit Security Profile QN

To provide access to a service or client, check the corresponding box.
By default, daemons will start automatically when any of their ports are opened, and stop when all of their ports are closed.

Name i Outgoing Ports Protocols Daeman
[ nFs Client 0 TCP NIA
o 123 UDP Stopped

28250 28250 TCP NA
eslstgpro 5671 TCP A

[] Viftual SAN Trans... 2233 2233 TCP NA

[] v senial portcon... 1024, 23 0 TCP NA
~ Service Details NIA

Status NiA
~ Allowed IP Addresses Allow connections from any IP address

IP Addresses [ Allow connections fram any IP address

dresses. E.g.: 111111111111, 111111111122

Figure 6-8. Setting the Firewall Rule

5.  Set up the VM for PVYRDMA as follows:
a. Install one of the following supported guest OSs:

B RHEL7.2
B Ubuntu 14.04 (kernel version 4.0)

b. Install OFED-3.18.
Compile and install the PVRDMA guest driver and library.
d. Add a new PVYRDMA network adapter to VM as follows:

B Edit the VM settings.

B Add a new network adapter.

B Select the newly added DVS port group as Network.
B Select PVRDMA as the adapter type.

e. After the VM is booted, ensure that the PVRDMA guest driver is
loaded.
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This chapter provides procedures for configuring iISCSI Extensions for RDMA
(ISER) for Linux (RHEL and SLES), including:

Before You Begin
Configuring iISER for RHEL
Configuring iSER for SLES 12

Optimizing Linux Performance

Before You Begin

As you prepare to configure iSER, consider the following:

iISER is supported only in inbox OFED for the following operating systems:

a RHEL 7.1 and 7.2
O SLES 12 and 12 SP1
[l Cent0OS 7.2

Out-of-box OFED does not support iSER target configuration and the
ib_isert module is not available for the latest out-of-box OFED versions.

After logging into the targets or while running I/O traffic, unloading the Linux
RoCE qedr driver may crash the system.

While running I/O, performing interface down/up tests or performing cable
pull-tests can cause driver or iISER module errors that may crash the
system. If this happens, reboot the system.

Configuring ISER for RHEL

To configure iSER for RHEL:

1.

Install inbox OFED as described in “RoCE Configuration for RHEL” on
page 63. Out-of-box OFEDs are not supported for iSER because the ib_isert
module is not available in the out-of-box OFED 3.18-2 GA/3.18-3 GA
versions. The inbox ib_isert module does not work with any out-of-box
OFED versions.
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2. Unload any existing FastLinQ drivers as described in “Removing the Linux
Drivers” on page 11.

3. Install the latest FastLinQ driver and libgedr packages as described in
“Installing the Linux Drivers with RDMA” on page 15.

4, Load the RDMA services.

systenct!l start rdmm
nodpr obe qedr
nodprobe ib_iser
nodprobe ib_isert

5.  Verify that all RDMA and iISER modules loaded on the initiator and target
devices by issuing the | smod | grep ged and Isnod | grep iser
commands.

6.  Verify that there are separate hca_i d instances by issuing the
i bv_devi nf o command, as shown in Step 6 on page 65.

7. Check the RDMA connection on the initiator device and the target device.
a. On the initiator device issue the following command:
rping -s -C 10 -v
b.  On the target device, issue the following command:

rping -c -a 192.168.100.99 -C 10 -v

Figure 7-1 shows an example of a successful RDMA ping.

Q'P root@Iocalhost,/home
local h

Figure 7-1. RDMA Ping Successful
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8.  You can use a Linux TCM-LIO target to test iSER. The setup is the same for
any iSCSI target, except that you issue the command
enabl e_i ser Bool ean=t rue on the applicable portals. The portal
instances are identified as i ser in Figure 7-2.

Figure 7-2. iISER Portal Instances

9. Install Linux iSCSI Initiator Utilities using the
yuminstall iscsi-initiator-utils commands.

a.

To discover the iSER target, issue the i scsi adm command. For
example:

i scsiadm -m di scovery -t st -p 192.168.100. 99: 3260

To change the transport mode to ISER, issue the i scsi adm
command. For example:

i scsiadm-mnode -T iqgn.2015-06.test.targetl -0 update -n
i face.transport_nane -v iser

To connect to or log in to the iSER target, issue the i scsi adm
command. For example:

i scsiadm -m node -1 -p 192.168. 100. 99: 3260 -T
iqn. 2015-06.test.targetl

Confirm that the |1 face Transport is i ser inthe target connection,
as shown Figure 7-3. Issue the i scsi adm command; for example:

i scsiadm -m sessi on -P2
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name -v iser

Figure 7-3. Iface Transport Confirmed

e. To check for a new iISCSI device, as shown Figure 7-4, issue the
| sscsi command.

Figure 7-4. Checking for New iSCSI Device

Configuring ISER for SLES 12

Because the targetcli is not inbox on SLES 12.x, you must complete the following
procedure.
To configure iISER for SLES 12:

1. Toinstall targetcli, copy and install the following RPMs from the ISO image
(x86_64 and noarch location):

lio-utils-4.1-14.6.x86_64.rpm
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pyt hon- confi gobj -4.7.2-18. 10. noarch. rpm
pyt hon-PrettyTabl e-0. 7. 2-8. 5. noarch. r pm
pyt hon- configshel |l -1.5-1.44. noarch. rpm
pyt hon- pypar si ng- 2. 0. 1- 4. 10. noarch. rpm
pyt hon- neti faces-0. 8- 6. 55. x86_64.rpm
python-rtslib-2.2-6.6.noarch.rpm

pyt hon-urwi d-1.1.1-6.144. x86_64.rpm
targetcli-2.1-3.8.x86_64.rpm

Before starting the targetcli, load all RoCE device drivers and iSER modules
as follows:

nodpr obe qed

nodpr obe gede

nodpr obe qedr

nmodprobe i b_iser (Initiator)

# nodprobe ib_isert (Target)

#
#
#
#

Before configuring iSER targets, configure NIC interfaces and run L2 and
RoCE traffic, as described in Step 7 on page 65.

Start the targetcli utility, and configure your targets on the iISER target
system.

NOTE

targetcli versions are different in RHEL and SLES. Be sure to use the
proper backstores to configure your targets:

B RHEL uses ramdisk
B SLES uses rd_mcp

Optimizing Linux Performance

Consider the following Linux performance configuration enhancements described
in this section.

Configuring CPUs to Maximum Performance Mode
Configuring Kernel sysctl Settings

Configuring IRQ Affinity Settings

Configuring Block Device Staging
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Configuring CPUs to Maximum Performance Mode

Configure the CPU scaling governor to performance by using the following script
to set all CPUs to maximum performance mode:

for CPUFREQ in
/ sys/ devi ces/ syst em cpu/ cpu*/ cpufreq/ scal i ng_governor; do [ -f
$CPUFREQ ] || continue; echo -n performance > $CPUFREQ done

Verify that all CPU cores are set to maximum performance mode by issuing the
following command:

cat /sys/devices/systeni cpu/ cpu*/cpufreq/ scaling_governor

Configuring Kernel sysctl Settings
Set the kernel sysctl settings as follows:

sysctl -w net.ipv4.tcp_nmenm="4194304 4194304 4194304"
sysctl -w net.ipv4.tcp_wrens"4096 65536 4194304"
sysctl -w net.ipv4.tcp_rnens"4096 87380 4194304"
sysctl -w net.core. wrem nax=4194304

sysctl -w net.core.rmem max=4194304

sysctl -w net.core. wem def aul t =4194304

sysctl -w net.core.rnmem defaul t =4194304

sysctl -w net. core. netdev_max_backl og=250000
sysctl -w net.ipv4.tcp_tinmestanps=0

sysctl -w net.ipv4.tcp_sack=1

sysctl -w net.ipv4d.tcp_|low |atency=1

sysctl -w net.ipv4.tcp_adv_wi n_scal e=1

echo 0 > /proc/sys/vnm nr_hugepages

Configuring IRQ Affinity Settings
The following example sets CPU core 0, 1, 2, and 3 to IRQ XX, YY, ZZ, and XYZ
respectively. Perform these steps for each IRQ assigned to a port (default is eight
gueues per port).
systentt| disable irgbal ance
systenctt!l stop irgbal ance
cat /proc/interrupts | grep gqedr Shows IRQ assigned to each port queue
echo 1 > /proc/irq/ XX/ snp_affinity_list

echo 2 > /proc/irq/YY/snp_affinity |ist
echo 4 > /proc/irq/zZz/ snp_affinity list
echo 8 > /proc/irq/ XYZ/ snp_affinity |ist
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Configuring Block Device Staging
Set the block device staging settings for each iSCSI device or target as follows:

echo noop > /sys/ bl ock/ sdd/ queue/ schedul er
echo 2 > /sys/ bl ock/ sdd/ queue/ noner ges
echo 0 > /sys/bl ock/sdd/ queue/ add_random
echo 1 > /sys/block/sdd/ queue/rq_affinity

85 BC0154503-00 E



8 SR-IOV Configuration

Single root input/output virtualization (SR-10V) is a specification by the PCI SIG
that enables a single PCI Express (PCle) device to appear as multiple, separate
physical PCle devices. SR-IOV permits isolation of PCle resources for
performance, interoperability, and manageability.

NOTE
Some SR-IOV features may not be fully enabled in the current release.

This chapter provides instructions for:
B Configuring SR-IOV on Windows
B Configuring SR-IOV on Linux

[ | Configuring SR-IOV on VMware

Configuring SR-IOV on Windows

To configure SR-IOV on Windows:

1. Access the server BIOS System Setup, and then click System BIOS
Settings.

2. On the System BIOS Settings page, click Integrated Devices.
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3.  On the Integrated Devices page (Figure 8-1):
a. Setthe SR-IOV Global Enable option to Enabled.

b. Click Back.
)
System BIOS

System BIOS Seltings - Integraled Devices

&lng & Dsabisd Eratied

Figure 8-1. System Setup for SR-IOV: Integrated Devices

4.  Onthe Main Configuration Page for the selected adapter, click Device Level
Configuration.

5.  Onthe Main Configuration Page - Device Level Configuration (Figure 8-2):
a.  Set the Virtualization Mode to SR-10V.
b. Click Back.

NIC in Slot 2 Port t Qlogic 25GE 2P QL45272HxCU-DE Adapter - 00:0EEFD:ABCO
Main Configuration Page * Device Level Configuration

Virtuadzation ode € None NP ar & SR-A0N WFar SR-I0V

Figure 8-2. System Setup for SR-IOV: Device Level Configuration

6. On the Main Configuration Page, click Finish.

7. Inthe Warning - Saving Changes message box, click Yes to save the
configuration.

8. Inthe Success - Saving Changes message box, click OK.
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9. To enable SR-IOV on the miniport adapter:

a. Access Device Manager.

b.  Open the miniport adapter properties, and then click the Advanced
tab.

c. On the Advanced properties page (Figure 8-3) under Property, select
SR-IOV, and then set the value to Enabled.

d. Click OK.

Qlogic FastLinQ QL45212-DE 25GbE Adapter (VBD client) #4 Prop... X

General Advanced [Driver Details Events Power Management

The following properiies are available for this network adapter. Click
the property you want to change on the left, and then select its value
on the right.

Property: Value:

Quality of Service Py Enabled -
RDMA Max QPs Number

RDMA Mode

Receive Buffers (0=Auto)

Receive Side Scaling

Recv Segment Coalescing (IPvd)

Recv Segment Coalescing (IPvE)

RS 5Profile

Speed &

TCP/UDP Chacksum Offload (IPv.
TCP/UDP Checksum Offioad (IPvi
Transmit Buffers (0=Auto)

Virtual Machine Queues v

[ ]| o

Figure 8-3. Adapter Properties, Advanced: Enabling SR-IOV

10. To create a Virtual Machine Switch with SR-I0OV (Figure 8-4 on page 89):
a. Launch the Hyper-V Manager.
b Select Virtual Switch Manager.
c. Inthe Name box, type a name for the virtual switch.
d

Under Connection type, select External network.
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e. Selectthe Enable single-root 1/O virtualization (SR-10V) check box,
and then click Apply.

NOTE

Be sure to enable SR-IOV when you create the vSwitch. This
option is unavailable after the vSwitch is created.

HE 5 2 i
ma Virtual sy danager fo

% V¥irtual Switches
1% Mew virtual network switch
# %, SR-10Y_vSwitch Mame:
QLogic FastLinQ QL45212-DE 2... SR-TON wSwitch
# Global Network Settings =

4 MAC Address Range
00-15-50-29-62-00 ko 00-15-50-2...

=t Wirtual Switch Properties

Mokes:

Connection bype
What do wou want to connect this virkual switch to?

(®) External network:
QLagic FastLing QL45212-DE 25GHE Adapter (VBD Cliert) #225 v
Allow management operating swyskem to share this network, adapker
Enable single-rook I virtualization {SR-10W)

() Internal network
() Private network

WLAN ID

[] Enable virtual LAM identification For management operating system

Remowve

o SR-IOY can only be configured when the virtual switch is created. An external
wirtual switch with SR-I0%W enabled cannot be conwerted ko an inkernal or private
switch,

Cancel Apply

Figure 8-4. Virtual Switch Manager: Enabling SR-IOV
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11.

12.

f. The Apply Networking Changes message box advises you that
Pending changes may disrupt network connectivity. To save your
changes and continue, click Yes.

To get the virtual machine switch capability, issue the following Windows
PowerShell command:

PS C \Users\ Admi nistrator> Get-VMswitch -Name SR-1OV_vSwitch | fl

Output of the Get - VMswi t ch command includes the following SR-IOV
capabilities:

I ovVirtual Functi onCount . 96
I ovVirtual Functi onsl nUse 1

To create a virtual machine (VM) and export the virtual function (VF) in the
VM:

a. Create a virtual machine.

b Add the VMNetworkadapter to the virtual machine.
c.  Assign a virtual switch to the VMNetworkadapter.
d

In the Settings for VM <VM_Name> dialog box (Figure 8-5), Hardware
Acceleration page, under Single-root I/O virtualization, select the
Enable SR-IOV check box, and then click OK.

NOTE

After the virtual adapter connection is created, the SR-IOV
setting can be enabled or disabled at any time (even while traffic
is running).
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Figure 8-5. Settings for VM: Enabling SR-IOV

13. Install the QLogic drivers for the adapters detected in the VM. Use the latest
drivers available from your vendor for your host OS (do not use inbox
drivers).

NOTE

Be sure to use the same driver package on both the VM and the host
system. For example, use the same geVBD and geND driver version
on the Windows VM and in the Windows Hyper-V host.
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After installing the drivers, the QLogic adapter is listed in the VM
shows an example.

& Computer Management (Local |+ 8 V14530 |

w Bl System Tools
Tesk Schadisler
B Event Viewer
g Shared Folders

I Locsl Lhets and Groups

il Performance

A Device Marager

w B Storage

Senices Bnd Appheation

b Winddows Server Backnug

B Computer

w Dk dreves

[ Dy sdaptess

ety Husran Interl st e Do

B2 Keybosrds

Wl Mcn and cther pointing devices

B Meriton

i Meteork sdapters
B Microaoft Meper-V Network Adapter 84
(3P Oiegic FastLinG OLESI00 Seres Gagabet Etherseet Controller (VED Cliemt SR-IDV WF) 23

= Prinl gueus

O Precessens

S Storsge centrolien

w Rl System devicn

Em ACP1 Module Device

B Advenced programmable mbemapt conbrofis
I3 Composite Bus Enumesater

B Whcresolt ACP-Compliant Syttem

B2 Wheredolt Hyper V Sotroateen Carmgteen
= Micreaelt Hyper-V Data Exchange

Em Mucrencle Hypery
B Micrgsols Hypar-V Ganeration Courter

B Microach Hyper-V Gusif Shuldown

B Microsclt byper-V Heardbast

B Micresolt byper-¥ Bemate Dekdop Control Charesl
B2 hhcrasaft Myper- ¥ Remuobe Desldop Yebus kot

Dymamic Wemnesy

[ =R il Mackerne Bus

Em Micredaft HyperV Virtual PC] B

B Wicredct Hyper- ¥ Velume Shadow Copy

B Micresclt Syvtern Managamant BHIS Drever

Em Whcrcsolt Virbasl Doree Ereameratios

B MO Virbas! Metwork Adapter Enumerstor L

Figure 8-6. Device Manager: VM with QLogic Adapter

. Figure 8-6

14. To view the SR-I0OV VF details, issue the following Windows PowerShell

command:

PS C.\ Users\ Admi ni strator> Get-NetadapterSriovVf

Figure 8-7 shows example output.

dem m strators =

Figure 8-7. Windows PowerShell Command: Get-NetadapterSriovVf
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Configuring SR-IOV on Linux

To configure SR-IOV on Linux:

1.  Access the server BIOS System Setup, and then click System BIOS
Settings.

2. On the System BIOS Settings page, click Integrated Devices.
3.  On the System Integrated Devices page (see Figure 8-1 on page 87):
a. Setthe SR-I0OV Global Enable option to Enabled.
b. Click Back.
On the System BIOS Settings page, click Processor Settings.
On the Processor Settings (Figure 8-8) page:
a. Setthe Virtualization Technology option to Enabled.
b. Click Back.

File View Macros Tools Power HNextBoot Virtual Media Hedp

System BIOS

Systemn BIOS Settings - Processor Settings

0P Speed L2 :Md-l.'nun'.\ data f.J’.t': OB4GTIs =
Alternate RTID [Reguestor Transaction ID) Selting 1 Enabled & Disabled

I Virfuahzation Technokogy & Enablod O Dhsablod I
Address Translation Services (ATS) @ Enabled O Disabled

Adjacent Cache Line Prefetch & Enablod O Disabled
Hardware Preletcher #® Enablad O Disablad
DCU Streamer Prefatcher i@ Enabled O Dhsatled
DCUP Prafetcher @ Enabled O Disabled
Logcal Processor idng @ Enablad © Disabled
Configurable TOF & Momanal O Level 1

X 2Apic by O Enabled @ Disabled

Number of Cores per Processor Al

The Intel QuickPath Interconnact (QF1) Speed option m the Processor section governs the

0 frequency of the QP links batwae

3 populated processors. (Press <Fis for more help)

Figure 8-8. System Setup: Processor Settings for SR-IOV

6. Onthe System Setup page, select Device Settings.
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7. On the Device Settings page, select Port 1 for the QLogic adapter.
8.  On the Device Level Configuration page (Figure 8-9):

a. Setthe Virtualization Mode to SR-I0V.

b.  Click Back.

' NIC in Slot 2 Port t Qlogic 25GE 2P QL45212HxCU-DE Adapter - 00:0E-EFD:ABICO
Meain Configuration Page » Device Level Configuration

Vi tushzation s ) None NP @ SR NPar SRAIOV

Figure 8-9. System Setup for SR-IOV: Integrated Devices

9.  On the Main Configuration Page, click Finish, save your settings, and then
reboot the system.

10. To enable and verify virtualization:

a. Openthe grub. conf file and configure the i onmu parameter as
shown in Figure 8-10.

[ | For Intel-based systems, add i nt el _i onmu=on.
[ | For AMD-based systems, add anmd_i omu=on.
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File View Macros Tools Power NextBoot Virtual Media Heip

[# Agplications Places System @ & & (i) o =  WedAprl2, 1:17PM root

£

AL L LEL R L
o

=0

splashimages|hd
Red Hat Enterprise Linux Server (2.6.32-642.15.1.el6.xB6 €4)
K5 rd_LvM_LVsvg rhG801/1v_swap
kernel=auto SYSFONT=latarcyrhe
Red Hat Enterprise Linux & (2.6.32-642.el6.x86 64)

LVM LV=vg rhé301/lv swap rd LVM LV=vg ahrh68/1ly root rd N0 MD rd LVM L¥=vg 100grh68/lv swap rd LVM LV=centos/swap crashkerne
l=puto SYSFONT=latarcyrheb-sunlé KEYBOARDTYPE=pc KEYTABLE=us rd NO DM LAMG=en US.UTF-8 rhgb quiet

== INSERT --

|_{ i root@ah-rh68:~/Desk... all §

File Edit View Search Terminal Heip

i) HO(1,808,64000,4a100bd5- 4978 - 4594 - 9418 - 59d8423b0bT )

11 fgruby/splash. xpm.gz

fvmlinuz-2.6.32-642.15.1.e16.x86 64 ro root=/dev/mapper/vg ahrh68-1v_root rd LVM_L¥s=wvg ahrh&8/lv_swap rd MO LU
i LVM Lvsvg ahrhG68/1v_root rd NO MD rd LVM Lvsvg 100grh68/Iv swap rd LVM Lvscentos/swap crash
16 KEYBOARDTYPE=pC KEYTABLE=uS rd NO DM LANG=en US.UTF-8 rhgb quiet intel m-‘w:::ull

fFinltrasfs-2.6. 5.1.el6.xB6 64.1img T L

femlinuz-2.6.32-642.e16.x86 64 ro root=/dev/mapper/vy ahrhbB8-1v root rd LVM L¥=yg ahrh8B/lv swap rd MO LUKS rd

finitramfs-2.6.32-642.e16.x86_64.ing

17,362-353 Al S

Current User{s): root : 172.28.41.13% root : 10.35.4.66

11.

Figure 8-10. Editing the grub.conf File for SR-IOV

b. Savethe grub. conf file and then reboot the system.
c.  To verify that the changes are in effect, issue the following command:
dmesg | grep -1 iommu

A successful input—output memory management unit (IOMMU)
command output should show, for example:

Intel -1 OV enabl ed

d. To view VF details (number of VFs and total VFs), issue the fi nd
/sys/|grep -1 sriov command.

For a specific port, enable a quantity of VFs.

a. Issue the following command to enable, for example, 8 VF on PCI
instance 04:00.0 (bus 4, device 0, function 0):

[root @h-rh68 ~]# echo 8 >
/ sys/ devi ces/ pci 0000: 00/ 0000: 00: 02. 0/ 0000: 04: 00. 0/ sriov_n
umvfs

95 BC0154503-00 E



8—-SR-I0V Configuration
Configuring SR-IOV on Linux

b. Review the command output (Figure 8-11) to confirm that actual VFs
were created on bus 4, device 2 (from the 0000:00:02.0 parameter),
functions 0 through 7. Note that the actual device ID is different on the
PFs (8070 in this example) versus the VFs (9090 in this example).

[root@ah-rh68 Desktopl#
[ root@ah-rh68 Desktop]# echo 8 » /fsys/devices/pciBBee:066,/0000:00:02.0,/0080:04:00.8/sriov numvfs
[ root@ah- rh68 Desktop]#
[root@ash-rhe8 Desktop]# lspci -vv|grep -1 Qlogic
©4:00.8 Ethernet controller: QLogic Corp. Device 8878 (rev 82)
Subsystem: QLogic Corp. Device B8Bb
Product Name: QLogic 25GE 2P QL45212HxCU-DE Adapter
[v4] Vendor specific: NMVQLogic
Ethernet controller: QLogic Corp. Device 8878 (rev 82)
Subsystem: QLogic Corp. Device feeb
Product Mame: QLogic 25GE 2P QL45212HxCU-DE Adapter
[v4] Vendor specific: NMVQLogic
084:082.0 Ethernet controller: Quogic Corp. Device 88%8 (rev 82)
Subsystem: QLogic Corp. Device BBBb
04:82.1 Ethernet controller: QLogic Corp. Device 8898 (rev 82)
Subsystem:;QLogic Corp. Device 888b
084:82.2 Ethernet csntroller: QLogic Corp. Device 8898 (rev 82)
Subsystem: QLogic Corp. Device 08eb
|B4:62.3 Ethernst controller: QLogic Corp. Device 8898 (rev 82)
Subsystem: QLogic Corp. Device 888b
04:02.4 Ethernet controller: QLogic Corp. Device 8898 (rev 62)
Subsystem: QLogic Corp. Device 988b
04:082.5 Ethernet controller: QLogic Corp. Device 8898 (rev 82)
Subsystem: QLogic Corp. Device 888b
04:02.6 Ethernet controller: Quogic Corp. Device 88%8 (rev 82)
Subsystem: QLogic Corp. Device 88eb
[04:82.7 Ethernet controller: QlLogic Corp. Device 80898 (rev 82)
Subsystem: QLogic Corp. Device 88eb
[root@ah-rh68 Desktopl# ]

_| i@ root@ah-rh68:~/Desk..._

84:00.

=1

Figure 8-11. Command Output for sriov_numvfs

12. To view a list of all PF and VF interfaces, issue the following command:
# ip link showifconfig -a

Figure 8-12 shows example output.

[ rooti@ah-rhé8 Desktop]#® ip link show
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueus state UNKROWN

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
2: p2pl: <BROADCAST MULTICAST,UP,LOWER UP= mtu 1500 gqdisc mq state UP glen 1688

Link/ether @d:0e:le:d8:Tc:dc brd T1:Ff: 00000011

wi 0 MAC 96:00:00:00:00:00, tx rate 10060 (Mbps), spoof checking off
wi 1 MAC B9:00:00:00:00:00, tx rate 10060 (Mbps). spoof checking off
wi 2 MAC B0:00:00:00:00:00, tx rate 10060 (Mbps), spoof checking off
wi 3 MAC B8:00:00:00:00:00, tx rate 10068 (Mbps), spoof checking off
wi 4 MAC 00:00:00:00:00:00, tx rate 10900 (Mbps), spoof checking off
wi 5 MAC B9:00:00:00:00:00, tx rate 10066 (Mbps), spoof checking off
wi & MAC 09:00:00:00:00:00, tx rate 10860 (Mbps), spoof checking off
wi 7 HAC B@8:00:00:00:00:00, tx rate 10000 (Mbps),. spoof checking off

Figure 8-12. Command Output for ip link show Command

13. Assign and verify MAC addresses:
a. To assign a MAC address to the VF, issue the following command:

ip link set <pf device> vf <vf index> mac <mac address>
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b.  Ensure that the VF interface is up and running with the assigned MAC

address.

14. Power off the VM and attach the VF. (Some OSs support hot-plugging of

VFs to the VM.)

a. Inthe Virtual Machine dialog box (Figure 8-13), click Add Hardware.

s o e .

File View Macres Tools Power HNextBool Virtual Media Help

‘Appdlmnns Places System @ & & a2 0 ¢f = Wed Apr 12, 3:05PM  root
i - o
I. it g RHELGE Virtual Machine
- ir
File Virtual Machine Wiew Send
File Edit View Heip by
(o] -
L omopen p | = 8T
Name ' Overy
Basic Detalls
v igcalhost (GEMLU B Performance
‘m r— | U e Name: RHELES
B Memory LT 25d21058-becd-1617-dB69-Te52 9068113
55 Boot Options Stabus: = Shutoft
Description:
— WOrtI0 Disk 1
NG cedelal
# Tablet
Mause
Bl Display VNC ol o
Hypervisor: kvm
B scund: iche Architecture: xB6_64
Gay Serial 1 Emulator: fust/libexec/gemu-kym
Bl video
H Controller USB Operating System
H - RROWN
B controller use e
Product name: unknown
! Controller USE
B Controller UsB [+ Applications
[ Machine Settings
Ve T Ly P Security
[root@ah-rhéd Desktop)#
[ rootgah-rhéd Desktople
inet addr:172 Add Hafdware 5
[root@ah-rivé8 Desktop]#

[ rootiah-rhéd Desktop]# wirt-manager
| roct@ah-rhéd Desktop]# ]

B root@ah-rh68:~/Desk... | = Virtual Machine Mana...

=

Current Userisk rool : 172.28.41.13% roof : 10.35 4.66

Figure 8-13.

RHELG68 Virtual Machine

b. Inthe left pane of the Add New Virtual Hardware dialog box
(Figure 8-14), click PCI Host Device.

In the right pane, select a host device.

Click Finish.
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Add New Virtual Hardware

= storage PCI Device
mt  Nebfwork
Input Please indicate what physical device
B Graphics to connect to the virtual machine.
B sound Host Device:
= S s =
: 0000:00:1F:2 C610/X39 series chipset 6-Port SATA Controller
& ::-z:”r‘m 0000:01:00:0 MegaRAID SAS-3 3108 [Invader] i
85 USB Host Device 0000:02:00:0 Interface eml (Netitreme BCMS 720 Gigabit Bt ™
= . | 0000:02:00:1 Interface em2 (Netxtreme BCMS 720 Gigabit ET
R 0000:03:00:0 interface em3 (NetXtreme BCM5720 Gigabit Bt
B video 0000:03:00:1 Interface em4 (NetXtreme BCMS720 Gigabit Et
B watchdog 0000:04:00:0 Interface p2pl ()
- 0000:04:00:1 Interface p2p2 ()
e Smartcard
3?: USE Redirection 0000:04:02;1 Interface p2pl_1 ()
:'l:-‘_'; Panic Motifier =
Cancel Finish

Figure 8-14. Add New Virtual Hardware

15. Power on the VM and then issue the following command:

check |spci -vv|grep -1 ether

16. Install the drivers for the adapters detected in the VM. Use the latest drivers
available from your vendor for your host OS (do not use inbox drivers). The
same driver version must be installed on the host and the VM.

17. As needed, add more VFs in the VM.

Configuring SR-IOV on VMware

To configure SR-IOV on VMware:

1. Access the server BIOS System Setup, and then click System BIOS
Settings.

On the System BIOS Settings page, click Integrated Devices.
On the Integrated Devices page (see Figure 8-1 on page 87):
a. Setthe SR-IOV Global Enable option to Enabled.
b. Click Back.
On the System Setup window, click Device Settings.
On the Device Settings page, select a port for the 25G QL45212 Adapter.
On the Device Level Configuration (see Figure 8-2 on page 87):
a. Setthe Virtualization Mode to SR-10V.
b. Click Back.
7.  Onthe Main Configuration Page, click Finish.
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8.  Save the configuration settings and reboot the system.
9. To enable the needed quantity of VFs per port (in this example, 16 on each
port of a dual-port adapter), issue the following command:
"esxcfg-modul e -s "max_vfs=16, 16" qgedentv”
NOTE
Each Ethernet function of the QL45212 Adapter must have it's own
entry.
10. Reboot the host.
11. To verify that the changes are complete at the module level, issue the
following command:
"esxcfg-nodul e -g gedentv"
[root @ocal host: ~] esxcfg-nodule -g gedentv
gedentv enabled = 1 options = 'max_vfs=16, 16’
12. To verify if actual VFs were created, issue the | spci command as follows:
[root @ocal host:~] Ispci | grep -i Q,ogic | grep -i 'ethernet\|network' | nore

0000: 05: 00. 0 Network controller: Q.ogic Corp. Q.ogic FastLi nQ Q.45xxx 10/ 25
GbE Et hernet Adapter [vmmic6]

0000: 05: 00.1 Network controller: Q.ogic Corp. Q.ogic FastLi nQ Q.45xxx 10/ 25
GoE Et hernet Adapter [vmmic7]

0000: 05: 02. 0 Network controller: Q.ogic Corp. Q.ogic FastLi nQ Q.45xxx Series
10/ 25 GoE Controller (SR-10OV VF) [PF_0.5.0_VF 0]

0000: 05: 02.1 Network controller: Q.ogic Corp. Q.ogic FastLi nQ Q.45xxx Series
10/ 25 GoE Controller (SR-10OV VF) [PF_0.5.0_VF_1]

0000: 05: 02. 2 Network controller: Q.ogic Corp. Q.ogic FastLi nQ QL45xxx Seri es
10/ 25 GoE Controller (SR-10OV VF) [PF_0.5.0_VF 2]

0000: 05: 02. 3 Network controller: Q.ogic Corp. Q.ogic FastLi nQ QL41xQ45XxXXXX
Series 10/25 GoE Controller (SR-10V VF) [PF_0.5.0_VF_3]

0000: 05: 03.7 Network controller: Q.ogic Corp. Q.ogic FastLi nQ Q.45xxx Seri es
10/ 25 GoE Controller (SR-10V VF) [PF_0.5.0_VF_15]

0000: 05: 0e. 0 Network controller: QLogic Corp. Q.ogi c FastLi nQ QL45xxx Series
10/ 25 GoE Controller (SR-10OV VF) [PF_0.5.1 VF 0]
0000: 05: 0e. 1 Network controller: Q.ogic Corp. Q.ogic FastLi nQ Q.45xxx Series
10/ 25 GoE Controller (SR-10OV VF) [PF_0.5.1 VF_1]

0000: 05: 0e. 2 Network controller: QLogic Corp. Q.ogi c FastLi nQ QL45xxx Series
10/ 25 GoE Controller (SR-10OV VF) [PF_0.5.1 VF_2]
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0000: 05: 0e. 3 Network controller:

QLogi ¢ Corp. QLogic FastLinQ Q45xxx Seri es
10/ 25 GoE Controller (SR-10OV VF) [PF_0.5.1 VF_3]

0000: 05: 0f . 6 Network controller: Q.ogic Corp. Q.ogi c FastLi nQ Q.45xxx Seri es
10/ 25 GoE Controller (SR-10Vv VF) [PF_0.5.1_VF_14]
QLogic Corp. Q.ogi c FastLi nQ QL45xxx Series
10/ 25 GOE Controller (SR-10OV VF) [PF_0.5.1 _VF_15]

0000: 05: 0f . 7 Network controller:

13. To validate the VFs per port, issue the esxcli command as follows:

[root @ocal host: ~] esxcli network sriovnic vf list -n vimic6
VF I D Active

© 0N O OB~ WN PP O

el o
A WN PR O

15

PCl

Address Omer World ID

: 03.

14. Attach VFs to the VM as follows:

a. Power off the VM and attach the VF. (Some OSs support hot-plugging
of VFs to the VM.)

b.  Add a host to a VMware vCenter Server Virtual Appliance (vVCSA).
c.  Click Edit Settings of the VM.
15. Complete the Edit Settings dialog box (Figure 8-15) as follows:

a. In the New Device box, select Network, and then click Add.
b. For Adapter Type, select SR-IOV Passthrough.
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c. For Physical Function, select the QLogic VF.

d.  To save your configuration changes and close this dialog box, click
OK.

51 SUSE_VM1_Host - Edit Settings (?) »

| virtual Hardware | VM Options | SDRS Rules | vApp Options |

» [ cru |8 |+| @
» Bl Memory ‘1024 |v| | MB |v|
b (= Hard disk 1 16 E leB |+

» B2, SCSlcontroller 0 LS| Logic Parallel

» [ Network adapter 1 | VM Network | - ¥ Connect...

» [ Network adapter 2 | VM Network 2 | +| o Connect...

» (@) CD/DVD drive 1 | Client Device | +| L] Connect (]
3 Floppy drive 1 | Client Device |v|

» [ video card | Specify custom setiings | - |

b 2 VMCI device
» Other Devices

« [ New Network | VM Network 3 v
Status Lﬂ Cunnec Al Puwz On
Adapter Type | SR-I0V passthrough lv|

possible.
Physical Function | vminicé 0000:05:00.0 | QLogic Co... | +
MAC Address AutomaI;: |~
Guest OS MTU Change | Disallow | = -
New device: | [ Network [~
Compatibility: ESXi 6.0 and later (VM version 11) oK Cancel

A Some operations are unavailable when SR-I0V passthrough
AeVICES are prescnt SUSpenaing, migrating with vMoton, of
laking/restoring snapshots of the virtual machine are not

16.

Figure 8-15. VMware Host Edit Settings

Power on the VM, and then issue the i f confi g -a command to verify that
the added network interface is listed.
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17. Install the QLogic drivers for the adapters detected in the VM. Use the latest
drivers available from your vendor for your host OS (do not use inbox
drivers). The same driver version must be installed on the host and the VM.

18. As needed, add more VFs in the VM.
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This chapter provides the following information for Windows Server 2016:
Configuring RoCE Interfaces with Hyper-V

RoCE over Switch Embedded Teaming

Configuring QoS for RoCE

Configuring VMMQ

Configuring VXLAN

Configuring Storage Spaces Direct

Deploying and Managing a Nano Server

Configuring RoCE Interfaces with Hyper-V

In Windows Server 2016, Hyper-V with Network Direct Kernel Provider Interface
(NDKPI) Mode-2, host virtual network adapters (host virtual NICs) support RDMA.

NOTE

DCBX is required for RoCE over Hyper-V. To configure DCBX, either:

B Configure through the HIl (see “Preparing the Adapter” on page 58).
B Configure using QoS (see “Configuring QoS for RoCE” on page 110).

RoCE configuration procedures in this section include:
[ | Creating a Hyper-V Virtual Switch with an RDMA Virtual NIC
Adding a VLAN ID to Host Virtual NIC

B Verifying If RoCE is Enabled
B Adding Host Virtual NICs (Virtual Ports)
B Mapping the SMB Drive and Running RoCE Traffic
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Creating a Hyper-V Virtual Switch with an RDMA Virtual NIC

Follow the procedures in this section to create a Hyper-V virtual switch and then
enable RDMA in the host VNIC.

To create a Hyper-V virtual switch with an RDMA virtual NIC:
1. Launch Hyper-V Manager.
2. Click Virtual Switch Manager (see Figure 9-1).

o % Virtual Switch Manager for WIN-S0T1LITMDTM - b

E] :u'lrtual‘:'rwltchc!- oy Virtual Switch Properties
aa M virtual network switch
% ofe Mew Virtual Switch Name:
HPE Ethernet 25Gb 4-port 620.. e Virtual Switch
£ Global Metwork Settings
U MAC Address Range

MNotes:

Connection type
What do you want to connect this virtual switch to?

(#) External network:
HPE Ethemet 25Gh 4-port 52005FP28 Adapter 2152 -
] Allow management operating system to share this network adapher
[] Enable single-root 1/0 virtuakzation (SR-10V)

() Internal network

() Private network

Figure 9-1. Enabling RDMA in Host Virtual NIC

3. Create a virtual switch.

4.  Select the Allow management operating system to share this network
adapter check box.

In Windows Server 2016, a new parameter—Network Direct (RDMA)—is added in
the Host virtual NIC.

To enable RDMA in a host virtual NIC:
1.  Open the Hyper-V Virtual Ethernet Adapter Properties window.
2.  Click the Advanced tab.
3.  On the Advanced page (Figure 9-2):
a. Under Property, select Network Direct (RDMA).

b. Under Value, select Enabled.
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C. Click OK.

Hyper-3 Wirtual Ethernet Adapter Properties x

General Advanced Driver Details  Events

The following properties are available for thiz network, adapter. Click
the property vou want to change on the left, and then select itz value

ah the right.
Broperty: Walue:
IPSec Offload A Enabled hd
P4 Checkzum Offload
Jumbo Packet
Large Send Offload Yersion 2 (P
Large Send Offload Vergion 2 [IPw
Mebwark Address

MNebwork Direct (RDMA)

Mo Description

Mo Description

Mo Description

Receive Side Scaling

TCP Checksun Offload [IPw4]

TCF Checkszum Offload [IPwE]

UDP Checksum Offload [1Pvd) hd

Cancel

Figure 9-2. Hyper-V Virtual Ethernet Adapter Properties

4, To enable RDMA, issue the following Windows PowerShell command:

PS C:\ User s\ Admi ni strat or> Enabl e- Net Adapt er Rdma " vEt her net
(New Virtual Switch)"

PS C.\ Users\ Adm ni strat or>

Adding a VLAN ID to Host Virtual NIC
To add VLAN ID to a host virtual NIC:

1. Tofind the host virtual NIC name, issue the following Windows PowerShell
command:

PS C:\ Users\ Admi ni strator> Get-VM\etwor kAdapt er - Managenent OS

Figure 9-3 shows the command output.

rshAdministrators: Get-whietworkAdapter

IsManagemer WM ame

Switch True

Figure 9-3. Windows PowerShell Command: Get-VMNetworkAdapter

2.  To set the VLAN ID to the host virtual NIC, issue the following Windows
PowerShell command:
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PS C:\ User s\ Admi ni strat or> Set-VMNet wor KAdapt er vl an
- VMNet wor kAdapt er Nane "New Virtual Switch" -Vlianld 5 - Access
- Managenent 05

NOTE

Note the following about adding a VLAN ID to a host virtual NIC:

B AVLAN ID must be assigned to a host virtual NIC. The same
VLAN ID must be assigned to all the interfaces, and on the switch.

B Make sure that the VLAN ID is not assigned to the physical
Interface when using a host virtual NIC for RoCE.

B If you are creating more than one host virtual NIC, you can assign
a different VLAN to each host virtual NIC.

Verifying If RoCE is Enabled
To verify if the RoCE is enabled:

| Issue the following Windows PowerShell command:

Get - Net Adapt er Rdma

Command output lists the RDMA supported adapters as shown in
Figure 9-4.

Enabled

Figure 9-4. Windows PowerShell Command: Get-NetAdapterRdma

Adding Host Virtual NICs (Virtual Ports)
To add host virtual NICs:

1. To add a host virtual NIC, issue the following command:

Add- VIMNet wor kAdapt er -SwitchNane "New Virtual Sw tch" -Name
SMB - Managenent OS

2. Enable RDMA on host virtual NICs as shown in “To enable RDMA in a host
virtual NIC:” on page 104.

3. Toassign a VLAN ID to the virtual port, issue the following command:

Set - VMNet wor kAdapt er VI an - VMNet wor kAdapt er Nane SMB -Vl anld 5
- Access - Managenent OS
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Mapping the SMB Drive and Running RoCE Traffic
To map the SMB drive and run the RoCE traffic:

1. Launch the Performance Monitor (Perfmon).

2.  Complete the Add Counters dialog box (Figure 9-5) as follows:
a. Under Available counters, select RDMA Activity.
b. Under Instances of selected object, select the adapter.
c. Click Add.

Add Counters x

l Avalable counters Added counters

|
Select counters from computer:

{ <Local computer > ol Browse...

Counter Parent [Inst.. Computer

ROMA, Actry ity -~

Processor Performance o

RAS v

RAS Port

RAS Total

RDMA Actrvity

Redirector

ReFS

Ramnta Narktnm Crnnartean Biabas Dadsaren
Instances of selected object:

<Al nstances >
Qlog: Fastling QL41262-DE 25GbE Adapter (VBD Chent) #2235

€

4 & Iy &

£

Sparc

[ show description ox Cancel

Figure 9-5. Add Counters Dialog Box
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If the RoCE traffic is running, counters appear as shown in Figure 9-6.

=
M) File  Action  Wiew ‘Window  Help
= | 2@ E=m HeE

(%) Perforrnance
v [ Monitaring Toals

ol =

XL = EE

| 00Dl

B8 Performance Monitor
Data Collector Sets
[ Reports

WWIN-24RYEEK4ENF
RDMA Activity

RDMA Accepted Connections
RDMA Active Connections

RDMA Completion Queue Errors
RDMA Connection Errors

RDMA Failed Connection Attempts
RDMA Inbound Bytesfsec

RDMA Inbound Framesfsec

RDMA Initiated Connections
RDMA Outbound Bytesfsec

RDMA Outbound Frames/sec

Hyper-¥ Yirtual Ethernet Adapter
0.000

2,000

0.000

0.000

0.000
262,906,846.037
81,763,860
2,000
289,372,34.314
86,084,609

Figure 9-6. Performance Monitor Shows RoCE Traffic

RoCE over Switch Embedded Teaming

Switch Embedded Teaming (SET) is Microsoft’s alternative NIC teaming solution
available to use in environments that include Hyper-V and the Software Defined
Networking (SDN) stack in Windows Server 2016 Technical Preview. SET
integrates limited NIC Teaming functionality into the Hyper-V Virtual Switch.

Use SET to group between one and eight physical Ethernet network adapters into
one or more software-based virtual network adapters. These adapters provide
fast performance and fault tolerance if a network adapter failure occurs. To be
placed on a team, SET member network adapters must all be installed in the
same physical Hyper-V host.

RoCE over SET procedures included in this section:

Creating a Hyper-V Virtual Switch with SET and RDMA Virtual NICs

B Enabling RDMA on SET
B Assigning a VLAN ID on SET
B Running RDMA Traffic on SET
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Creating a Hyper-V Virtual Switch with SET and
RDMA Virtual NICs
To create a Hyper-V virtual switch with SET and RDMA virtual NICs:
[ | To create a SET, issue the following Windows PowerShell command:

PS C:\ Users\ Adm ni strator> New VMSw tch - Name SET
- Net Adapt er Nane "Et hernet 2","Ethernet 3"
- Enabl eEnbeddedTeam ng $true

Figure 9-7 shows command output.

Figure 9-7. Windows PowerShell Command: New-VMSwitch

Enabling RDMA on SET
To enable RDMA on SET:

1. Toview the SET on the adapter, issue the following Windows PowerShell
command:

PS C.\ Users\ Admi ni strator> Get-Net Adapter "vEthernet (SET)"

Figure 9-8 shows command output.

v Ethernet (SET) Hyper-v¥ ¥irtual Ethernet Adapter

Figure 9-8. Windows PowerShell Command: Get-NetAdapter

2. To enable RDMA on SET, issue the following Windows PowerShell
command:

PS C:\ User s\ Admi ni strat or> Enabl e- Net Adapt er Rdma " vEt her net
(SET)"

Assigning a VLAN ID on SET
To assign a VLAN ID on SET:

B To assign a VLAN ID on SET, issue the following Windows PowerShell
command:

PS C:\ User s\ Adm ni strat or> Set-VMet wor kAdapt er VI an
- VMNet wor kAdapt er Name "SET" -M anld 5 - Access - Managenent CS
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NOTE

Note the following when adding a VLAN ID to a host virtual NIC:

B Make sure that the VLAN ID is not assigned to the physical Interface
when using host virtual NIC for RoCE.

W If you are creating more than one host virtual NIC, a different VLAN can
be assigned to each host virtual NIC.

Running RDMA Traffic on SET
For information about running RDMA traffic on SET, go to:

https://technet.microsoft.com/en-us/library/mt403349.aspx

Configuring QoS for RoCE

The two methods of configuring quality of service (QoS) include:
[ | Configuring QoS by Disabling DCBX on the Adapter
B Configuring QoS by Enabling DCBX on the Adapter

Configuring QoS by Disabling DCBX on the Adapter

All configuration must be completed on all of the systems in use before
configuring quality of service by disabling DCBX on the adapter. The
priority-based flow control (PFC), enhanced transition services (ETS), and traffic
classes configuration must be the same on the switch and server.

To configure QoS by disabling DCBX:
1. Disable DCBX on the adapter.
2. Using HIl, set the RoCE Priority to 0.

3. To install the DCB role in the host, issue the following Windows PowerShell
command:

PS C.\ Users\ Admi ni strators> I nstall-WndowsFeat ure
Dat a- Cent er - Bri dgi ng

4. To set the DCBX Willing mode to False, issue the following Windows
PowerShell command:

PS C:\ Users\ Admi ni strators> set-Net QosDcbxSetting -WIlling O
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5.  Enable QoS in the miniport as follows:

a.  Open the miniport window, and then click the Advanced tab.

b.  On the adapter’'s Advanced Properties page (Figure 9-9) under
Property, select Quality of Service, and then set the value to
Enabled.

c. Click OK.

Ologic FastlinG QL453212H 25GbE Adapter (WBD Client) #1536 Prop...
General Advanced  Driver  Detail:  Ewents  Power Management
The following properties are available for this network, adapter, Click
the property you want to change on the left, and then select itz value
on the right.
Property: Walue:
b axirnum Mumber of BS5 Queuss Enabled ﬂ

MetworkDirect Functionality
MetworkDirect Mtu Size

MUMA node 1D

MNWGERE Encapzulated Tazk Offloz
Fricrity & WLak

Cluality of Service

Receive Buffers [0=tuta)

Receive Side Scaling

Fecv Segment Coalezcing [IPwd]
Recv Segment Coalezcing [IPvE]
RaoCE Mode

R55Profile

Speed & Duplex A

Cancel

X

Figure 9-9. Advanced Properties: Enable QoS

6.  Assign the VLAN ID to the interface as follows:

a.
b.

Click OK.

Open the miniport window, and then click the Advanced tab.

On the adapter’s Advanced Properties page (Figure 9-10) under
Property, select VLAN ID, and then set the value.
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NOTE

The preceding step is required for priority flow control (PFC).

Ologic Fastlind QL45000 Series 40GbE Adapter (WBD Client) #1617 ...
General Advanced  Driver  Detail: Events  Power Management
The follmwing properties are awailable for this network, adapter. Click
the property you want to change on the left, and then select its value
on the right.
Froperty: Walue:
Receive Buffers [O=Auta) - [ j

Receive Side Scaling

Fecy Segment Coalescing [[Pwd)
Recy Segment Coalescing [IPvE)
RaCE Mode

RS 5Pofile

Speed & Duplex

SR-10v

TCP/UDP Checksurm Offload [P
TCR/UDP Checksum Offload [P
Tranzmit Buffers [J=tuta)

Yirtual Machine Clueues

Yirtual Switch RSS

Cancel

*

Figure 9-10. Advanced Properties: Setting VLAN ID

7.  To enable priority flow control for ROCE on a specific priority, issue the
following command:

PS C:.\ User s\ Admi ni st rat or s> Enabl e- Net QQSFI owCont r ol
-Priority 4

NOTE

If configuring RoCE over Hyper-V, do not assign a VLAN ID to the

physical interface.
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8.  To disable priority flow control on any other priority, issue the following
commands:
PS C:.\ User s\ Admi ni strator> Di sabl e- Net QosFl owControl 0,1,2,3,5,6,7
PS C.\ User s\ Admi ni strat or> Get - Net QosFl owCont r ol
Priority Enabl ed Pol i cySet Iflndex IfAlIas

0 Fal se A obal
1 Fal se d obal
2 Fal se A obal
3 Fal se d obal
4 True A obal
5 Fal se d obal
6 Fal se A obal
7 Fal se d obal

9.  To configure QoS and assign relevant priority to each type of traffic, issue
the following commands (where Priority 4 is tagged for RoCE and Priority 0
is tagged for TCP):

PS C:\ Users\ Admi ni strat ors> New Net QosPolicy "SWVB"
-Net Di rect Port Mat chConditi on 445 -PriorityVal ue8021Action 4 -PolicyStore
ActiveStore

PS C.\ User s\ Admi ni strators> New Net QosPolicy "TCP' -1PProtocol Mat chCondi ti on
TCP -PriorityVal ue8021Action 0 -Policystore ActiveStore

PS C.\ Users\ Admi ni strator> Get-Net QsPolicy -PolicyStore activestore

Name tcp

Owner . Power Shell / WM
Net wor kProfile : All

Precedence 127

JobObj ect

| PPr ot ocol TCP

PriorityVal ue 0

Nane snb

Owner . Power Shell / WM
Net wor kProfile : All

Precedence 127

JobObj ect

Net Di rect Port 445

PriorityVal ue 4
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10. To configure ETS for all traffic classes defined in the previous step, issue the
following commands:

PS C:.\ User s\ Adm ni strators> New Net QosTrafficC ass -nane "RDMA cl ass"
-priority 4 -bandw dt hPercentage 50 -Al gorithm ETS

PS C.\ User s\ Admi ni strat ors> New Net QosTrafficC ass -nane "TCP cl ass" -priority
0 -bandwi dt hPercentage 30 -Algorithm ETS

PS C.\ Users\ Admi ni strator> Get-Net QsTrafficC ass

Nane Al gorithm Bandwi dt h(% Priority Pol i cySet Iflndex IfAlias
[ Def aul t] ETS 20 2-3,5-7 d obal
RDMA cl ass ETS 50 4 d obal
TCP cl ass ETS 30 0 G obal

11. To see the network adapter QoS from the preceding configuration, issue the
following Windows PowerShell command:

PS C.\ User s\ Admi ni strator> Get-Net Adapt er Qos

Nane : SLOT 4 Port 1

Enabl ed : True

Capabilities : Har dwar e Current
MacSecBypass : Not Supported Not Supported
DcbxSuppor t : None None
NunmrCs( Max/ ETS/ PFC) : 4/ 4/ 4 4/ 4] 4

Qperational TrafficClasses : TC TSA Bandwi dth Priorities

0 ETS 20% 2-3,5-7
1 ETS 50% 4
2 ETS 30% 0

Oper ati onal FI owCont r ol : Priority 4 Enabl ed
Operational Cl assifications : Protocol Port/Type Priority

Def aul t 0
Net Di rect 445 4
12. Create a startup script to make the settings persistent across the system
reboots.
13. Run RDMA traffic and verify as described in “RoCE Configuration” on
page 55.
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Configuring QoS by Enabling DCBX on the Adapter

All configuration must be completed on all of the systems in use. The PFC, ETS,
and traffic classes configuration must be the same on the switch and server.

To configure QoS by enabling DCBX:
1. Enable DCBX (IEEE, CEE, or Dynamic).
2. Using HII, set the RoCE Priority to 0.

3. To install the DCB role in the host, issue the following Windows PowerShell
command:

PS C:.\ Users\ Adm ni strators> I nstall-WndowsFeat ure
Dat a- Cent er- Bri dgi ng

NOTE
For this configuration, set DCBX Protocol to CEE.

4.  To setthe DCBX Willing mode to True, issue the following command:
PS C.\ Users\ Admi ni strators> set-Net QsDcbxSetting -Wlling 1
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5.

6.

Enable QoS in the miniport as follows:

a.

On the adapter’s Advanced Properties page (Figure 9-11) under

Property, select Quality of Service, and then set the value to

Enabled.
Click OK.

Ologic Fastlind QLA5212H 25GbE Adapter (WBD Client) #156 Prop..

G

eneral Advanced  Drver  Details  Ewvents  Power Management

The faollowing properties are available far thiz network, adapter. Click

the property you want to change on the left, and then select its value
an the right.

Property: Walue:

[uality of Service

Receive Buffers [0=duta]
Receive Side Scaling

Recy Seament Coalescing [IPwd)
Recy Seament Coalescing [IPvE]
RolCE Mode

RS5Profile

Speed & Duplex A

Cancel

b aximum Mumber of RS5 Gueues » Enabled ﬂ
MetwarkDirect Functionality

MetworkDirect Mty Size

MHUMA node D

MWGERE Encapzulated T azk Offloz

Pricrity & LA

Figure 9-11. Advanced Properties: Enabling QoS

Assign the VLAN ID to the interface (required for PFC) as follows:

a.
b.

Open the miniport window, and then click the Advanced tab.

On the adapter’s Advanced Properties page (Figure 9-12) under

Property, select VLAN ID, and then set the value.
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Receive Side Scaling

Fecy Segment Coalescing [[Pwd)
Recy Segment Coalescing [IPvE)
RaCE Mode

RS 5Pofile

Speed & Duplex

SR-10v

TCP/UDP Checksurm Offload [P
TCR/UDP Checksum Offload [P
Tranzmit Buffers [J=tuta)

Yirtual Machine Clueues

Yirtual Switch RSS

WVLAM 1D

c. Click OK.
QOLogic Fastlind QL45000 Series 40GbE Adapter (WBD Client) #1861 ... X
General Advanced  Driver  Detail: Events  Power Management
The follmwing properties are awailable for this network, adapter. Click
the property you want to change on the left, and then select its value
on the right.
Froperty: Walue:
Receive Buffers [O=Auta] ~ 5 j

Cancel

Figure 9-12. Advanced Properties: Setting VLAN ID

7.  To configure the switch, issue the following Windows PowerShell command:

PS C:\ User s\ Adni ni strators> Get - Net Adapt er QoS

Nane Et hernet 5
Enabl ed True
Capabilities
Mac SecBypass
DcbxSupport

NuniTCs ( Max/ ETS/ PFC)

Operational Traf fi cC asses TC TSA
0 ETS 5%
1 ETS 95%

Oper at i onal Fl owCont r ol
Operational Cl assifications :

Priority 4 Enabled
Pr ot ocol

Not Supported Not Supported
CEE CEE
4/ 4/ 4 4/ 4/ 4

Bandwi dth Priorities

Port/ Type Priority
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Net Di rect 445 4
Renot eTraf fi cCl asses : TC TSA Bandwi dth Priorities
0 ETS 5% 0-3,5-7
1 ETS 95% 4
Renot eFl owCont r ol . Priority 4 Enabled
Renot eCl assi fications : Protocol Port/Type Priority
Net Di r ect 445 4

NOTE

The preceding example is taken when the adapter port is connected to an
Arista 7060X switch. In this example, the switch PFC is enabled on

Priority 4. ROCE App TLVs are defined. The two traffic classes are defined
as TCO and TC1, where TC1 is defined for ROCE. DCBX Protocol mode is
set to CEE. For Arista switch configuration, refer to “Preparing the Ethernet
Switch” on page 58“. When the adapter is in Willing mode, it accepts
Remote Configuration and shows it as Operational Parameters.

Configuring VMMQ

Virtual machine multiqueue (VMMQ) configuration information includes:
Enabling VMMQ on the Adapter

Setting the VMMQ Max QPs Default and Non-Default VPort

Creating a Virtual Machine Switch with or Without SR-IOV

Enabling VMMQ on the Virtual Machine Switch

Getting the Virtual Machine Switch Capability

Creating a VM and Enabling VMMQ on VMNetworkadapters in the VM
Default and Maximum VMMQ Virtual NIC

Enabling and Disabling VMMQ on a Management NIC

Monitoring Traffic Statistics
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Enabling VMMQ on the Adapter

To enable VMMQ on the adapter:
1.  Open the miniport window, and then click the Advanced tab.

2. On the Advanced Properties page (Figure 9-13) under Property, select
Virtual Switch RSS, and then set the value to Enabled.

3. Click OK.

OLogic Fastlind QL45212-DE 25GbE Adapter (WBD client) #237 Pr.. X

General Advanced Diver  Details Events  Power Management

The faollowing properties are available far thiz network, adapter. Click
the property you want to change on the left, and then select its value
an the right.

Property: Walue:

Recy Seament Coalescing [IPwd] Enabled ﬂ
Recy Seament Coalescing [IPvE]
RolCE Mode

RS5Profile

Speed & Duplex

SR-0v

TCPAJDP Checksum Offload (1P
TCPAJDP Checksum Offload [IPw
Tranzmit Buffers [0=duta]

Yirtual b achine Queues

irtual Switch BSS

WLAN D
WeLAM Encapsulated Tazk Offloa
W LA UDP destination port numk %

Cancel
Figure 9-13. Advanced Properties: Enabling Virtual Switch RSS

Setting the VMMQ Max QPs Default and Non-Default VPort

To set the VMMQ maximum QPs default and non-default VPort:

1.  Open the miniport window, and click the Advanced tab.

2. On the Advanced Properties page under Property, select one of the
following:

a VMMQ Max QPs Default VPort

a VMMQ Max QPs - Non-Default VPort

If applicable, adjust the Value for the selected property.
4. Click OK.
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Creating a Virtual Machine Switch with or Without SR-I0OV
To create a virtual machine switch with or without SR-IOV:
1. Launch the Hyper-V Manager.
Select Virtual Switch Manager (see Figure 9-14).

2
3. Inthe Name box, type a name for the virtual switch.
4 Under Connection type:

a. Click External network.

b.  Select the Allow management operating system to share this
network adapter check box.

=]
=3

R Virtual Switches
=% New virtual netwark switch

ol Wirtual Switch Properties

I gl Mame:
Qlogic Fastling QL45212-DE 25G... |q1
# Global Network Settings
Motes:
4 MAC Address Range

00-15-50-36-04-00 to 00-15-50-3,,,

Connection type
What do you want to connect this virkual switch to?

(®) External network:
(Qlogic Fastling QL4521 2-DE Z5GhE Adapker (WED client) #237 w

Allowy management operating system to share this network adapter

VLAM ID

[] Enable wirtual LAM identification Far management operating system

Remove

0 SR-I0W can only be configured when the virtual switch is created. An external

virtual switch with SR-I0% enabled cannot be converted to aninternal or private
switch,

Cancel

Figure 9-14. Virtual Switch Manager
5. Click OK.
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Enabling VMMQ on the Virtual Machine Switch

To enable VMMQ on the virtual machine switch:
| Issue the following Windows PowerShell command:

PS C.\ Users\ Admi ni strators> Set-VMswi tch -nane gl
- def aul t gueuevimyenabl ed $true -def aul t queuevimyqueuepairs 4

Getting the Virtual Machine Switch Capability

To get the virtual machine switch capability:
[ | Issue the following Windows PowerShell command:
PS C:\ Users\ Admi ni strator> Cet-VMswi tch -Name gl | fl

Figure 9-15 shows example output.

ministrator: Get-YMSwitch ql | f1

: gl

d7

Filtering Platform, Micr Azure WFP Switch Extension,

Figure 9-15. Windows PowerShell Command: Get-VMSwitch
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Creating a VM and Enabling VMMQ on VMNetworkadapters

in the VM

To create a virtual machine (VM) and enable VMMQ on VMNetworksadapters

Add the VMNetworkadapter to the VM.

Assign a virtual switch to the VMNetworkadapter.

in the VM:

1. Create a VM.
2

3.

4

To enable VMMQ on the VM, issue the following Windows PowerShell

command:

PS C:\ Users\ Admi ni strators> set-vmmetwor kadapt er -vmane vnil
- VMNet wor kAdapt er Nane "networ k adapter” -vmmygenabl ed $true

-vmggueuepai rs 4

NOTE

For an SR-IOV capable virtual switch: If the VM switch and hardware
acceleration is SR-I0V-enabled, you must create 10 VMs with 8 virtual
NICs each to utilize VMMQ. This requirement is because the SR-IOV

has precedence over VMMQ.

Example output of 64 virtual functions and 16 VMMQs is shown here:

PS C:\ Users\ Admi ni strator> get-netadaptervport

Nane 1D MacAddr ess VID ProcMask FID State I TR QPairs
Ethernet 3 0 00- 15- 5D 36- 0A- FB 0:0 PF Activated  Unknown 4
Ethernet 3 1 00- OE- 1E- C4- C0- A4 0:8 PF Activated Adaptive 4
Ethernet 3 2 0:0 0 Activated Unknown 1
Ethernet 3 3 0:0 1 Activated Unknown 1
Ethernet 3 4 0:0 2 Activated Unknown 1
Ethernet 3 5 0:0 3 Activated Unknown 1
Ethernet 3 6 0:0 4 Activated  Unknown 1
Ethernet 3 7 0:0 5 Activated Unknown 1
Ethernet 3 8 0:0 6 Activated Unknown 1
Ethernet 3 9 0:0 7 Activated Unknown 1
Ethernet 3 10 0:0 8 Activated Unknown 1
Ethernet 3 11 0:0 9 Activated Unknown 1
Ethernet 3 64 0:0 62 Activated Unknown 1
Ethernet 3 65 0:0 63 Activated Unknown 1
Ethernet 3 66 00- 15-5D- 36- 0A- 04 0:16 PF Activated Adaptive 4
Ethernet 3 67 00- 15- 5D 36- 0A- 05 1:0 PF Activated Adaptive 4
Ethernet 3 68 00- 15- 5D 36- 0A- 06 0:0 PF Activated Adaptive 4
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Nane ID MacAddr ess VID ProcMask FID State I TR QPairs
Ethernet 3 69 00- 15- 5D 36- 0A- 07 0:8 PF Activated Adaptive 4
Ethernet 3 70 00- 15- 5D 36- 0A- 08 0:16 PF Activated Adaptive 4
Ethernet 3 71 00- 15- 5D 36- 0A- 09 1:0 PF Activated Adaptive 4
Ethernet 3 72 00- 15- 5D 36- 0A- 0A 0:0 PF Activated Adaptive 4
Ethernet 3 73 00- 15- 5D 36- 0A- 0B 0:8 PF Activated Adaptive 4
Ethernet 3 74 00- 15-5D- 36- 0A- F4 0:16 PF Activated Adaptive 4
Ethernet 3 75 00- 15-5D- 36- 0A- F5 1:0 PF Activated Adaptive 4
Ethernet 3 76 00- 15-5D- 36- 0A- F6 0:0 PF Activated Adaptive 4
Ethernet 3 77 00- 15-5D- 36- 0A- F7 0:8 PF Activated Adaptive 4
Ethernet 3 78 00- 15- 5D 36- 0A- F8 0:16 PF Activated Adaptive 4
Ethernet 3 79 00- 15- 5D 36- 0A- F9 1:0 PF Activated Adaptive 4
Ethernet 3 80 00- 15- 5D 36- 0A- FA 0:0 PF Activated Adaptive 4
PS C:\ User s\ Admi ni strator> get-netadapt ervny
Nane InterfaceDescription Enabl ed BaseVngProcessor MaxProcessors Number Of Recei ve
Queues
Ethernet 4 QLogic FastLinQ Q45212 Fal se 0:0 16 1

Default and Maximum VMMQ Virtual NIC

According to the current implementation, a maximum quantity of 4 VMMQs is
available per virtual NIC; that is, up to 16 virtual NICs.

Four default queues are available as previously set using Windows PowerShell
commands. The maximum default queue can currently be set to 8. To verify the
maximum default queue, use the VMswitch capability.

Enabling and Disabling VMMQ on a Management NIC

To enable or disable VMMQ on a management NIC:
®  To enable VMMQ on a management NIC, issue the following command:

PS C:\ User s\ Admi ni strator> Set-VM\et wor kAdapt er —Managemnment OS
—vmmyEnabl ed $true

The MOS VNIC has four VMMQs.

B To disable VMMQ on a management NIC, issue the following command:

PS C.\ User s\ Admi ni st rat or> Set - VMNet wor KAdapt er —Managenent OS
—-vmmyEnabl ed $f al se

A VMMQ will also be available for the multicast open shortest path first
(MOSPF).
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Monitoring Traffic Statistics

To monitor virtual function traffic in a virtual machine, issue the following Windows
PowerShell command:

PS C:\ Users\ Admi ni strator> Use get-netadapterstatistics | fl

Configuring VXLAN

VXLAN configuration information includes:

Enabling VXLAN Offload on the Adapter

Deploying a Software Defined Network

Enabling VXLAN Offload on the Adapter
To enable VXLAN offload on the adapter:

1.
2.

3.
4.

Open the miniport window, and then click the Advanced tab.

On the Advanced Properties page (Figure 9-16) under Property, select

VXLAN Encapsulated Task Offload.

TCPAUDP Checksun Offlaad ([P
TCRAJDP Checksum Offload (1P
Tranzmit Buffers [0=Auta]

Yirtual Machine Queues

virtual Switch RSS5

WLaN 1D

WA Encapsulated Tazk Offloa
WeLaMH UDP destination port numt %

QLogic FastLing QLAS000 Series 40GHE Adapter (VBD Client) #163 ..
General Advanced [Drver Detail: Events Power Management
The following properties are available for thiz network, adapter, Click
the property you want to change on the left, and then zelect itz value
on the right.
Property: Walle:
Recy Segment Coalescing [IPyd] A Enahled -
Recy Segment Coalescing [IPwE]
RolE Mode
R5SProfile
Speed & Duplex
SR-0V

Cancel

*

Set the Value to Enabled.
Click OK.

Figure 9-16. Advanced Properties: Enabling VXLAN
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Deploying a Software Defined Network

To take advantage of VXLAN encapsulation task offload on virtual machines, you
must deploy a Software Defined Networking (SDN) stack that utilizes a Microsoft
Network Controller.

For more details, refer to the following Microsoft TechNet link on Software Defined
Networking:

https://technet.microsoft.com/en-us/windows-server-docs/networking/sdn/
software-defined-networking--sdn-

Configuring Storage Spaces Direct

Windows Server 2016 introduces Storage Spaces Direct, which allows you to
build highly available and scalable storage systems with local storage.

For more information, refer to the following Microsoft TechnNet link:

https://technet.microsoft.com/en-us/windows-server-docs/storage/storage-spaces
/storage-spaces-direct-windows-server-2016
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Configuring the Hardware
Figure 9-17 shows an example of hardware configuration.

Mgmt Network )
R oo 1

Figure 9-17. Example Hardware Configuration

NOTE

The disks used in this example are 4 x 400G NVMe™, and 12 x 200G SSD
disks.

Deploying a Hyper-Converged System

This section includes instructions to install and configure the components of a
Hyper-Converged system using the Windows Server 2016. The act of deploying a
Hyper-Converged system can be divided into the following three high-level
phases:

B Deploying the Operating System
[ | Configuring the Network
B Configuring Storage Spaces Direct

126 BC0154503-00 E



9-Windows Server 2016
Configuring Storage Spaces Direct

Deploying the Operating System

To deploy the operating systems:

1. Install the operating system.
2. Install the Windows server roles (Hyper-V).
3. Install the following features:

Q  Failover
U Cluster
U  Data center bridging (DCB)

4.  Connect the nodes to domain and adding domain accounts.

Configuring the Network

To deploy Storage Spaces Direct, the Hyper-V switch must be deployed with
RDMA-enabled host virtual NICs.

NOTE
The following procedure assumes that there are four RDMA NIC ports.

To configure the network on each server:
1. Configure the physical network switch as follows:

a. Connect all adapter NICs to the switch port.

NOTE

If your test adapter has more than one NIC port, you must
connect both ports to the same switch.

b.  Enable the switch port and make sure that the switch port supports
switch-independent teaming mode, and is also part of multiple VLAN
networks.

Example Dell switch configuration:

no i p address
ntu 9416
portnmode hybrid
sw t chport
dcb-map roce_S2D
protocol |Idp
dcbx version cee
no shut down
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2.  Enable Network Quality of Service.

NOTE

Network Quality of Service is used to ensure that the Software Defined
Storage system has enough bandwidth to communicate between the
nodes to ensure resiliency and performance. To configure QoS on the
adapter, see “Configuring QoS for RoCE” on page 110.

3.  Create a Hyper-V virtual switch with SET and RDMA virtual NIC as follows:

a.

To identify the network adapters, issue the following command:

Get - Net Adapter | FT
Nane, | nt er f aceDescri ption, St at us, Li nkSpeed

To create the virtual switch connected to all of the physical network
adapters, and then enable the switch embedded teaming, issue the
following command:

New VIVBwi t ch - Nane SETswi t ch - Net Adapt er Nane
"<portl>","<port2>","<port3>","<port4>" -
Enabl eEnbeddedTeani ng $true

To add host virtual NICs to the virtual switch, issue the following
commands:

Add- VIMNet wor kAdapt er —Swi t chName SETswi tch —Name SMB 1 —
managenent OS

Add- VIMNet wor kAdapt er —Swi t chNanme SETswi tch —Name SMB 2 —
managemnent OS

NOTE

The preceding commands configure the virtual NIC from the
virtual switch that you just configured for the management
operating system to use.

To configure the host virtual NIC to use a VLAN, issue the following
commands:

Set - VMNet wor kAdapt er VI an - VIMNet wor kAdapt er Nane " SVB_1"
-Vlanld 5 -Access -Managenent OS

Set - VMNet wor kAdapt er VI an - VIMNet wor kAdapt er Nane " SVB_2"
-Vlanld 5 -Access -Managenent CS
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NOTE
These commands can be on the same or different VLANS.

To verify that the VLAN ID is set, issue the following command:
Get - VMNet wor kAdapt er VI an - Managenent OS

To disable and enable each host virtual NIC adapter so that the VLAN
is active, issue the following command:

Di sabl e- Net Adapter "vEthernet (SMB_1)"
Enabl e- Net Adapter "vEthernet (SMB 1)"
Di sabl e- Net Adapter "vEthernet (SMB_2)"
Enabl e- Net Adapter "VvEthernet (SMB 2)"

To enable RDMA on the host virtual NIC adapters, issue the following
command:

Enabl e- Net Adapt er Rdma " SMBL1", " SMB2"

To verify RDMA capabilities, issue the following command:

Get - Smbd i ent Net wor kl nterface | where RdmaCapabl e - EQ
$true

Configuring Storage Spaces Direct
Configuring Storage Spaces Direct in Windows Server 2016 includes the following

steps:

Step 1. Running Cluster Validation Tool

Step 2. Creating a Cluster

Step 3. Configuring a Cluster Witness

Step 4. Cleaning Disks Used for Storage Spaces Direct
Step 5. Enabling Storage Spaces Direct

Step 6. Creating Virtual Disks

Step 7. Creating or Deploying Virtual Machines

Step 1. Running Cluster Validation Tool

Run the cluster validation tool to make sure server nodes are configured correctly
to create a cluster using Storage Spaces Direct.
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Issue the following Windows PowerShell command to validate a set of servers for
use as Storage Spaces Direct cluster:

Test-Cl uster -Node <Machi neNanel, Machi neNanme2, Machi neNane3,
Machi neNane4> -Include "Storage Spaces Direct", Ilnventory,
Net wor k, " System Confi guration”

Step 2. Creating a Cluster

Create a cluster with the four nodes (which was validated for cluster creation) in
Step 1. Running Cluster Validation Tool.

To create a cluster, issue the following Windows PowerShell command:

New- Cl ust er - Nane <Cl ust er Nane> - Node <Machi neNanmel, Machi neNane2,
Machi neNane3, Machi neNane4> - NoSt or age

The —NoSt or age parameter is required. If it is not included, the disks are
automatically added to the cluster, and you must remove them before enabling
Storage Spaces Direct. Otherwise, they will not be included in the Storage Spaces
Direct storage pool.

Step 3. Configuring a Cluster Witness

You should configure a witness for the cluster, so that this four-node system can
withstand two nodes failing or being offline. With these systems, you can
configure file share witness or cloud witness.

For more information, go to:

https://blogs.msdn.microsoft.com/clustering/2014/03/31/configuring-a-file-share-
witness-on-a-scale-out-file-server/

Step 4. Cleaning Disks Used for Storage Spaces Direct

The disks intended to be used for Storage Spaces Direct must be empty, and
without partitions or other data. If a disk has partitions or other data, it will not be
included in the Storage Spaces Direct system.

The following Windows PowerShell command can be placed in a Windows
PowerShell script (. PS1) file and executed from the management system in an
open Windows PowerShell (or Windows PowerShell ISE) console with
Administrator privileges.

NOTE

Running this script helps identify the disks on each node that can be used
for Storage Spaces Direct and removes all data and partitions from those
disks.

icm (Get-Custer -Name HCNanoUSC u3 | Get-C usterNode) {
Updat e- St or agePr ovi der Cache
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Get - StoragePool |? IsPrinordial -eq $false | Set-StoragePool
-1 sReadOnl y: $fal se -ErrorAction SilentlyContinue

Get - StoragePool |? IsPrinordial -eq $false | Get-Virtual Di sk |
Renmpve- Virtual Di sk -Confirm $fal se -ErrorAction SilentlyContinue

Get - StoragePool |? IsPrinordial -eq $false | Renpve- St oragePool
-Confirm $false -ErrorAction SilentlyContinue

Get - Physi cal Di sk | Reset - Physi cal Di sk -ErrorAction
SilentlyContinue

Get-Disk | ? Nunmber -ne $null |? IsBoot -ne $true |? IsSystem -ne
$true |? PartitionStyle -ne RAW | % {

$ | Set-Disk -isoffline:$fal se

$ | Set-Disk -isreadonly: $fal se

$_ | dear-Disk -RenmpbveData - RenbveOEM - Confirm $f al se

$ | Set-Disk -isreadonly: $true

$ | Set-Disk -isoffline:S$true

}

Get-Disk | ? Nunber -ne $null |? IsBoot -ne $true |? |IsSystem -ne

$true |? PartitionStyle -eq RAW| G oup -NoEl enent -Property
Fri endl yNane

} | Sort -Property PsConputer Nanme, Count

Step 5. Enabling Storage Spaces Direct

After creating the cluster, issue the Enabl e- d ust er St or ageSpacesDi r ect
Windows PowerShell cmdlet. The cmdlet places the storage system into the
Storage Spaces Direct mode and automatically does the following:

B Creates a single large pool that has a nhame such as S2D on Clusterl.

B Configures Storage Spaces Direct cache. If there is more than one media
type available for Storage Spaces Direct use, it configures the most efficient
type as cache devices (in most cases, read and write).

B Creates two tiers—Capacity and Performance—as default tiers. The
cmdlet analyzes the devices and configures each tier with the mix of device
types and resiliency.

Step 6. Creating Virtual Disks

If the Storage Spaces Direct was enabled, it creates a single pool using all of the
disks. It also names the pool (for example S2D on Clusterl), with the name of the
cluster that is specified in the name.
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The following Windows PowerShell command creates a virtual disk with both
mirror and parity resiliency on the storage pool:

New- Vol une - St or agePool Fri endl yNane "S2D*" - Fri endl yNane

<Vi rtual Di skNarmre> - Fi | eSyst em CSVFS_ReFS - St or ageTi erfri endl yNanes
Capacity, Perfornance -StorageTi erSi zes <Size of capacity tier in
size units, exanple: 800GB>, <Size of Performance tier in size
units, exanple: 80GB> -Ci nBessi on <O ust er Nane>

Step 7. Creating or Deploying Virtual Machines

You can provision the virtual machines onto the nodes of the hyper-converged
S2D cluster. Store the virtual machine’s files on the system’s CSV namespace (for
example, c:\ d uster St or age\ Vol unel), similar to clustered virtual machines
on failover clusters.

Deploying and Managing a Nano Server

Windows Server 2016 offers Nano Server as a new installation option. Nano
Server is a remotely administered server operating system optimized for private
clouds and data centers. It is similar to Windows Server in Server Core mode, but
is significantly smaller, has no local logon capability, and supports only 64-bit
applications, tools, and agents. The Nano Server takes less disk space, sets up
faster, and requires fewer updates and restarts than Windows Server. When it
does restart, it restarts much faster.

Roles and Features

Table 9-1 shows the roles and features that are available in this release of Nano
Server, along with the Windows PowerShell options that will install the packages
for them. Some packages are installed directly with their own Windows
PowerShell options (such as - Conput e). Others are installed as extensions to the
- Packages option, which you can combine in a comma-separated list.

Table 9-1. Roles and Features of Nano Server

Role or Feature Options

Hyper-V role
Failover Clustering

Hyper-V guest drivers for hosting the Nano Server
as a virtual machine

Basic drivers for a variety of network adapters and
storage controllers. This is the same set of drivers
included in a Server Core installation of Windows
Server 2016 Technical Preview.

- Conput e
-Clustering

-CGuest Dri vers

-CEMDxi vers
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Table 9-1. Roles and Features of Nano Server (Continued)

Role or Feature Options

File Server role and other storage components

Windows Defender Antimalware, including a
default signature file

Reverse forwarders for application compatibility;
for example, common application frameworks such
as Ruby, Node.js, and others.

DNS Server Role

Desired State Configuration (DSC)

Internet Information Server (1IS)

Host Support for Windows Containers

System Center Virtual Machine Manager Agent

Network Performance Diagnostics Service (NPDS)

Data Center Bridging

- St or age

- Def ender

- Rever seFor war der s

- Packages M crosoft-NanoServer - DNS-
Package

- Packages M crosoft-NanoSer ver - DSC-
Package

- Packages M crosoft-NanoServer-11S-
Package

- Cont ai ners

- Packages M crosoft-W ndows- Server -
SCVMMt Package

- Packages M crosoft-W ndows- Server -
SCVMMt Conput e- Package

Note: Use this package only if you are monitoring
Hyper-V. If you install this package, do not use the
- Conmput e option for the Hyper-V role; instead
use the - Packages optiontoinstall - Packages
M cr osof t - NanoSer ver - Conput e- Package,
M crosoft - Wndows- Ser ver - SCVM\t
Conput e- Package.

- Packages M crosoft - NanoSer ver - NPDS-
Package

- Packages M crosoft-NanoServer - DCB-
Package

The next sections describe how to configure a Nano Server image with the
required packages, and how to add additional device drivers specific to QLogic
devices. They also explain how to use the Nano Server Recovery Console, how to
manage a Nano Server remotely, and how to run Ntttcp traffic from a Nano Server.
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Deploying a Nano Server on a Physical Server

Follow these steps to create a Nano Server virtual hard disk (VHD) that will run on
a physical server using the preinstalled device drivers.

To deploy the Nano Server:

1.
2.
3.

Download the Windows Server 2016 OS image.
Mount the ISO.

Copy the following files from the NanoSer ver folder to a folder on your hard
drive:

d NanoSer ver | mageCGener at or. psmil
O  Convert-Wndowsl mage. psil

Start Windows PowerShell as an administrator.
Change directory to the folder where you pasted the files from Step 3.

Import the NanoServerimageGenerator script by issuing the following
command:

| nport-NMbdul e .\ NanoServer | mageGener at or. psml - Ver bose

To create a VHD that sets a computer name and includes the OEM drivers
and Hyper-V, issue the following Windows PowerShell command:

NOTE

This command will prompt you for an administrator password for the
new VHD.

New- NanoSer ver | mage —Depl oynment Type Host —Edition
<St andar d/ Dat acent er> - Medi aPath <path to root of nedi a>
- BasePat h

.\ Base -TargetPath .\NanoServer Physi cal \ NanoServer. vhd
- Comput er Name

<conput er nane> —Conpute -Storage -Cluster -OEMDrivers —
Conmput e
-DriversPath “<Path to Qogic Driver sets>"

Example:

New- NanoSer ver | mage —Depl oynent Type Host —Edition Datacenter
-MediaPath C:\tnp\TP4_iso\Bl d 10586 iso

-BasePath ".\Base" -TargetPath

" C:.\ Nano\ Physi cal Syst eml Nano_phy_vhd. vhd" - Conput er Nare

"Nano-server1l” —Conpute -Storage -Cluster -COEMXivers
-DriversPat h
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I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO
I NFO

"C:\ Nano\ Dri vers"

In the preceding example, C:\ Nano\ Dri ver s is the path for QLogic drivers.
This command takes about 10 to 15 minutes to create a VHD file. A sample
output for this command is shown here:

W ndows(R) Image to Virtual Hard Di sk Converter for Wndows(R) 10
Copyright (C) Mcrosoft Corporation. All rights reserved.

Ver si on 10. 0. 14300. 1000. and64fre.rsl rel ease_svc. 160324-1723

Looking for the requested Wndows inmage in the WMfile
I mge 1 sel ected (ServerDatacenterNano). ..
Creating sparse disk. ..

Mounting VHD. ..

Initializing disk...

Creating single partition...

Formatti ng wi ndows vol une. ..

W ndows path (1:) has been assi gned.

System vol une | ocation: |:

Applying image to VHD. This could take a while...
I mage was applied successfully.

Maki ng i mage bootable...

Fixing the Device IDin the BCD store on VHD. ..
Drive is bootable. deaning up...

Di snmounting VHD. ..

Cl osi ng W ndows i mage. ..

Done.

Done. The log is at:
C:\ User s\ ADM NI ~1\ AppDat a\ Local \ Tenp\ 2\ NanoSer ver | mageGener at or. | og

8.

Log in as an administrator on the physical server where you want to run the
Nano Server VHD.

To copy the VHD to the physical server and configure it to boot from the new

VHD:

a.

b
c.
d

Go to Computer Management > Storage > Disk Management.
Right-click Disk Management and select Attach VHD.

Provide the VHD file path.

Click OK.
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10.
11.

12.
13.

e. Run bcdboot d:\w ndows.

NOTE
In this example, the VHD is attached under D:\.

f. Right-click Disk Management and select Detach VHD.
Reboot the physical server into the Nano Server VHD.

Log in to the Recovery Console using the administrator and password you
supplied while running the script in Step 7.

Obtain the IP address of the Nano Server computer.

Use Windows PowerShell remoting (or other remote management) tool to
connect and remotely manage the server.

Deploying a Nano Server in a Virtual Machine

To create a Nano Server virtual hard drive (VHD) to run in a virtual machine:

1.
2.
3.

Download the Windows Server 2016 OS image.
Go to the NanoServer folder from the downloaded file in Step 1.

Copy the following files from the NanoSer ver folder to a folder on your hard
drive:

d NanoSer ver | mageCGener at or. psmil

O  Convert-Wndowsl| mage. psil

Start Windows PowerShell as an administrator.

Change directory to the folder where you pasted the files from Step 3.

Import the NanoServerimageGenerator script by issuing the following
command:

| nport - Modul e .\ NanoServer | mageCGener at or. psml - Ver bose

Issue the following Windows PowerShell command to create a VHD that
sets a computer name and includes the Hyper-V guest drivers:

NOTE

This following command will prompt you for an administrator password
for the new VHD.

New- NanoSer ver | mage —Depl oynment Type Guest —Edition
<St andar d/ Dat acent er> - Medi aPath <path to root of nedi a>
- BasePat h
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.\ Base -TargetPat h .\ NanoServer Physi cal \ NanoServer. vhd
- Conmput er Name

<conput er name> —QGuestDrivers

Example:
New- NanoSer ver | mage —Depl oynent Type Guest —Edition Datacenter
-MediaPath C:\tnp\TP4_iso\Bl d 10586 _iso

-BasePat h .\ Base -TargetPath .\Nanol\VM NanoServer.vhd
- Conput er Nane

Nano- VML —QGuest Dri vers

The preceding command takes about 10 to 15 minutes to create a VHD file.
A sample output for this command follows:

PS C:\ Nano> New NanoServer| mage —Depl oynent Type Guest —Edition
Dat acent er - Medi aPat h

C\tnp\TP4_iso\Bl d 10586 _i so -BasePath .\Base -TargetPath

.\ Nanol1\ VM NanoServer.vhd - Conput er Nane Nano- VML —CuestDrivers
cndl et New NanoServer | mage at conmand pi peline position 1

Supply values for the follow ng paraneters:

W ndows(R) Inmage to Virtual Hard Di sk Converter for Wndows(R) 10
Copyright (C) Mcrosoft Corporation. All rights reserved.

Versi on 10.0.14300. 1000. and64fre.rsl1 rel ease_svc. 160324-1723

INFO : Looking for the requested Wndows image in the WMfile
INFO : Image 1 selected (ServerTuva)...

INFO : Creating sparse disk...

INFO : Attaching VHD...

INFO : Initializing disk...

INFO : Creating single partition...

INFO : Formatting w ndows vol une. ..

INFO : Wndows path (G ) has been assigned.

INFO : Systemvolume |location: G

INFO : Applying inage to VHD. This could take a while...
INFO : Irmage was applied successfully.

INFO : Making image bootable...

INFO : Fixing the Device IDin the BCD store on VHD...
INFO : Drive is bootable. d eaning up...

INFO : dosing VHD...

INFO : Deleting pre-existing VHD : Base.vhd. ..

INFO : Cosing Wndows image...

INFO : Done.
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Done. The log is at:
C.\ User s\ ADM NI ~1\ AppDat a\ Local \ Tenp\ 2\ NanoSer ver | mageGener at or. | og

8.  Create a new virtual machine in Hyper-V Manager, and use the VHD created
in Step 7.

9.  Boot the virtual machine.
10. Connect to the virtual machine in Hyper-V Manager.

11. Log into the Recovery Console using the administrator and password you
supplied while running the script in Step 7.

12. Obtain the IP address of the Nano Server computer.
13. Use Windows PowerShell remoting (or other remote management) tool to
connect and remotely manage the server.

Managing a Nano Server Remotely

Options for managing Nano Server remotely include Windows PowerShell,
Windows Management Instrumentation (WMI), Windows Remote Management,
and Emergency Management Services (EMS). This section describes how to
access Nano Server using Windows PowerShell remoting.

Managing a Nano Server with Windows PowerShell Remoting

To manage Nano Server with Windows PowerShell remoting:

1. Addthe IP address of the Nano Server to your management computer’s list
of trusted hosts.

NOTE

Use the recovery console to find the server IP address.

2. Add the account you are using to the Nano Server’s administrators.
3. (Optional) Enable CredSSP if applicable.

Adding the Nano Server to a List of Trusted Hosts

At an elevated Windows PowerShell prompt, add the Nano Server to the list of
trusted hosts by issuing the following command:

Set-1tem WsMan: \ | ocal host\ d i ent\ Trust edHosts "<I| P address of Nano
Server >"

Examples:

Set-1tem WSMan: \ | ocal host\ C i ent\ Trust edHosts "172.28. 41. 152"
Set-1tem WsMan: \ | ocal host\ d i ent\ Trust edHosts "*"
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NOTE

The preceding command sets all host servers as trusted hosts.

Starting the Remote Windows PowerShell Session

At an elevated local Windows PowerShell session, start the remote Windows
PowerShell session by issuing the following commands:

$ip = "<IP address of Nano Server>"

$user = "$i p\ Adni ni strator”

Ent er - PSSessi on - Conmput er Name $ip - Credential Suser

You can now run Windows PowerShell commands on the Nano Server as usual.
However, not all Windows PowerShell commands are available in this release of
Nano Server. To see which commands are available, issue the command

Get - Command - CommandType Cndl et . To stop the remote session, issue the
command Exit-PSSessi on.

For more details on Nano Server, go to:

https://technet.microsoft.com/en-us/library/mt126167.aspx

Managing QLogic Adapters on a Windows Nano Server

To manage QLogic adapters in Nano Server environments, refer to the Windows
QConvergeConsole GUI and Windows QLogic Control Suite CLI management
tools and associated documentation, available from the Cavium Web site.

RoCE Configuration

To manage the Nano Server with Windows PowerShell remoting:

1. Connect to the Nano Server through Windows PowerShell Remoting from
another machine. For example:
PS C. \ W ndows\ syst enB2> $1p="172.28. 41. 152"
PS C.\ Wndows\ syst en82> $user="172. 28. 41. 152\ Adm ni strator"

PS C. \ W ndows\ syst enB2> Ent er - PSSessi on - Conput er Nane $i p
-Credential $user

NOTE

In the preceding example, the Nano Server IP address is
172.28. 41. 152 and the user name is Adni ni strator.

If the Nano Server connects successfully, the following is returned:
[172.28.41. 152]: PS C.\ User s\ Adm ni st rator\ Docunent s>
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[172.28.41.152]:

Name

SLOT 1 Port 1
SLOT 1 Port 2
SLOT 2 Port 1
SLOT 2 Port 2

To determine if the drivers are installed and the link is up, issue the following
Windows PowerShell command:

[172.28.41.152]: PS C.\Users\Adm ni strat or\ Docunent s>
Get - Net Adapt er

Figure 9-18 shows example output.

PS C:wUsers'AdministratorDocuments> Get-NetAdapter

InterfaceDescription ifIndex MacAddress LinkSpeed

Ethernet 25Gb Z2-port... 00-0E-1E-C4-04-F3
Ethernet 25Gb Z2-port... 00-0E-1E-C4-04-F9
Ethernet 25Gb Z-port... 00-0E-1E-C4-04-FA
Ethernet 25Gb Z-port... 00-0E-1E-C4-04-FB

Figure 9-18. Windows PowerShell Command: Get-NetAdapter

3.

To verify whether the RDMA is enabled on the adapter, issue the following
Windows PowerShell command:

[172.28.41.152]: PS C.\Users\ Adm ni strat or\ Docunent s>
Get - Net Adapt er Rdnma

Figure 9-19 shows example output.

.28.41.152]: P5 C:YUsers\AdministratoriDocuments> Get-MetAdapterRdma

InterfaceDescription Enabled

Ethernet 25Gb Z-port ...
Ethernet 25Gb 2-port ...
Ethernet 25Gb Z-port ...

Ethernet 25Gb 2-port ...

Figure 9-19. Windows PowerShell Command: Get-NetAdapterRdma

4.

To assign an IP address and VLAN ID to all interfaces of the adapter, issue
the following Windows PowerShell commands:

[172.28.41.152]: PS C:\> Set- Net Adapt er AdvancedPr operty
-InterfaceAlias "slot 1 port 1" -RegistryKeyword vlanid
- Regi stryVval ue 5

[172.28.41.152]: PS C.\> netsh interface ip set address
name="SLOT 1 Port 1" static 192.168.10.10 255. 255. 255.0

To create SMBShare on the Nano Server, issue the following Windows
PowerShell command:

[172.28.41.152]: PS C:\Users\ Adm ni strat or\ Docunent s>
New-ltem -Path c:\ -Type Directory -Name snbshare -Verbose
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Figure 9-20 shows example output.

[172.28.41.152]: P5 C:\Users‘AdministratorDocuments> New-Item -Path c:% -Type Directory -Name smbshare -Verbose

VERBOSE: Performing the operation "Create Directory” on target "Destination: C:\smbshare".

Directory: C:%

Mode

LastWriteTime Length Mame

4/25/2016 1:34 AM smbshare

Figure 9-20. Windows PowerShell Command: New-Iltem

[172.28.41.152]: PS C\> New SMBShare -Name "snbshare" -Path
c:\snbshare -Full Access Everyone

Figure 9-21 shows example output.

[172.28.41.152]: P5 C:%> New-SMBShare -Name "smbshare" -Path c:‘smbshare -FullAccess Everyone

Name

smbshare =

ScopeName Path Description

c:\smbshare

Figure 9-21. Windows PowerShell Command: New-SMBShare

6.

To map the SMBShare as a network drive in the client machine, issue the
following Windows PowerShell command:

NOTE
The IP address of an interface on the Nano Server is 192.168.10.10.

PS C.\ Wndows\ systenB82> net use z: \\192.168. 10. 10\ snbshare
This command conpl et ed successful ly.

To perform read/write on SMBShare and check RDMA statistics on the Nano
Sever, issue the following Windows PowerShell command:

[172.28.41.152]: PS C\>
(Get - Net AdapterStatistics). RdmaStati stics
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Figure 9-22 shows the command output.

2.28.41.152]: Y-S et-Ne apterStatistics).RdmaStatistics
[172.28.41.152]: P5 C:%> (Get-NetAdapterStatistics).RdmaStatist

AcceptedConnections
ActiveConnections
CompletionQueueErrors
ConnectionErrors
FailedConnectionAttempts
InboundBytes 403913290
InboundFrames 4110373
InitiatedConnections 1]
OutboundBytes 63902433706
OutboundFrames 58728133
PSComputerName

Figure 9-22. Windows PowerShell Command: Get-NetAdapterStatistics
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10 Troubleshooting

This chapter provides the following troubleshooting information:

Troubleshooting Checklist

Verifying that Current Drivers Are Loaded
Testing Network Connectivity

Microsoft Virtualization with Hyper-V
Linux-specific Issues

Miscellaneous Issues

Collecting Debug Data

Troubleshooting Checklist

CAUTION

Before you open the server cabinet to add or remove the adapter, review the
“Safety Precautions” on page 7.

The following checklist provides recommended actions to resolve problems that
may arise while installing the QL45212 Adapter or running it in your system.

Inspect all cables and connections. Verify that the cable connections at the
network adapter and the switch are attached properly.

Verify the adapter installation by reviewing “Installing the Adapter” on

page 8. Ensure that the adapter is properly seated in the slot. Check for
specific hardware problems, such as obvious damage to board components
or the PCI edge connector.

Verify the configuration settings and change them if they are in conflict with
another device.

Verify that your server is using the latest BIOS.

Try inserting the adapter in another slot. If the new position works, the
original slot in your system may be defective.
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B Replace the failed adapter with one that is known to work properly. If the
second adapter works in the slot where the first one failed, the original
adapter is probably defective.

| Install the adapter in another functioning system, and then run the tests
again. If the adapter passes the tests in the new system, the original system
may be defective.

B Remove all other adapters from the system, and then run the tests again. If
the adapter passes the tests, the other adapters may be causing contention.

Verifying that Current Drivers Are Loaded

Verifying

Verifying

Ensure that the current drivers are loaded for your Windows, Linux, or VMware
system.

Drivers in Windows

See the Device Manager to view vital information about the adapter, link status,
and network connectivity.

Drivers in Linux
To verify that the ged.ko driver is loaded properly, issue the following command:

# lsnod | grep -i <nobdul e nanme>

If the driver is loaded, the output of this command shows the size of the driver in
bytes. The following example shows the drivers loaded for the ged module:

# lsmod | grep -i ged

ged 199238 1

gede 1417947 O

If you reboot after loading a new driver, you can issue the following command to
verify that the currently loaded driver is the correct version:

nmodi nf o gede

Or, you can issue the following command:

[root @est1]# ethtool -i eth2

driver: gede

version: 8.4.7.0

firmvare-version: nfw 8.4.7.0 storm8.4.7.0
bus-i nfo: 0000: 04: 00. 2
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Verifying

If you loaded a new driver, but have not yet rebooted, the modi nf o command will
not show the updated driver information. Instead, issue the following dnesg
command to view the logs. In this example, the last entry identifies the driver that
will be active upon reboot.

# dnesg | grep -i "Quogic" | grep -i "gede"

[ 10. 097526] QLogi ¢ FastLi nQ 4xxxx Ethernet Driver gede X.X.X.X
[ 23.093526] QLogi c FastLinQ 4xxxx Ethernet Driver qgede Xx.X.X.X
[ 34.975396] Q.ogi ¢ FastLi nQ 4xxxx Ethernet Driver gede X.X.X.X
[ 34.975896] QLogi c FastLinQ 4xxxx Ethernet Driver qgede Xx.X.X.X
[ 3334.975896] QLogi ¢ FastLinQ 4xxxx Ethernet Driver gede X.X.X.X

Drivers in VMware
To verify that the VMware ESXi drivers are loaded, issue the following command:

# esxcli software vib |ist

Testing Network Connectivity

This section provides procedures for testing network connectivity in Windows and
Linux environments.

NOTE

When using forced link speeds, verify that both the adapter and the switch
are forced to the same speed.

Testing Network Connectivity for Windows

Test network connectivity using the pi ng command.

To determine if the network connection is working:

1. Click Start, and then click Run.

2. Inthe Open box, type cnd, and then click OK.

3. To view the network connection to be tested, issue the following command:
i pconfig /all

4.  Issue the following command, and then press ENTER.
pi ng <i p_address>

The displayed ping statistics indicate whether or not the network connection is
working.
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Testing Network Connectivity for Linux

To verify that the Ethernet interface is up and running:

1. To check the status of the Ethernet interface, issue the i fconfig
command.

2. To check the statistics on the Ethernet interface, issue the net stat -i
command.

To verify that the connection has been established:

1. Ping an IP host on the network. From the command line, issue the following
command:

pi ng <i p_address>
2. Press ENTER.

The displayed ping statistics indicate whether or not the network connection is
working.

The adapter link speed can be forced to 10Gbps or 25Gbps using either the
operating system GUI tool or the ethtool command, et ht ool -s et hX speed
SSSS. Set both ports on the QL45212 Adapter to the same speed, both 10Gbps or
both 25Gbps.

Microsoft Virtualization with Hyper-V

Microsoft Virtualization is a hypervisor virtualization system for Windows Server
2012 R2. For more information on Hyper-V, go to:

https://technet.microsoft.com/en-us/library/Dn282278.aspx

Linux-specific Issues

Problem: Errors appear when compiling driver source code.

Solution: Some installations of Linux distributions do not install the
development tools and kernel sources by default. Before compiling
driver source code, ensure that the development tools for the Linux
distribution that you are using are installed.

Miscellaneous Issues

Problem: The QL45212 Adapter has shut down, and an error message
appears indicating that the fan on the adapter has failed.

Solution: The QL45212 Adapter may intentionally shut down to prevent
permanent damage. Contact QLogic Technical Support for
assistance.
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Collecting Debug Data

Use the commands in Table 10-1 to collect debug data.

Table 10-1. Collecting Debug Data Commands

Debug Data Description
denesg-T Kernel logs
et ht ool -d Register dump

sys_i nfo. sh System information; available in the driver bundle
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Adapter LEDS

Table A-1 lists the LED indicators for the state of the adapter port link and activity.

Table A-1. Adapter Port Link and Activity LEDs

Port LED LED Appearance Network State
Link LED Off No link (cable disconnected)
Continuously illuminated Link
Activity LED Off No port activity
Blinking Port activity
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B cables and Optical
Modules

This appendix provides the following information for the supported cables and
optical modules:

[ | Supported Specifications
B  Tested Cables and Optical Modules

Supported Specifications

The QL45212 Adapters support a variety of cables and optical modules that
comply with SFF8024. Specific form factor compliance is as follows:

[ | SFPs:

0 SFF8472 (for memory map)

O SFF8419 or SFF8431 (low speed signals and power)
[ | Quad small form factor pluggable (QSFP):

U SFF8636 (for memory map)

U SFF8679 or SFF8436 (low speed signals and power)

B Optical modules electrical input/output, active copper cables (ACC), and
active optical cables (AOC):

0 10G—SFF8431 limiting interface
O 25G—IEEE802.3by Annex 109B (25GAUI)
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Tested Cables and Optical Modules

QLogic does not guarantee that every cable or optical module that satisfies the
compliance requirements will operate with the QL45212 Adapters. The QL45212
Adapter supports 3m DAC and 30m AOC, but does not support 25G SR optics.
QLogic has tested the QL45212 Adapter for interoperability with the cables listed
in Table B-1.

Table B-1. Tested Cables and Optical Modules

Speed/Form  Manufac-
Factor turer Part Number
Cables
407-BBBK SFP+10G-to-SFP+10G 1 30
10G DAC?h Dell 407-BBBI SFP+10G-to-SFP+10G 3 26
407-BBBP SFP+10G-to-SFP+10G 5 26
NDCCGF0001 SFP28-25G-to-SFP28-25G 1 30
25G DAC Amphenol® NDCCGF0003 SFP28-25G-t0-SFP28-25G 3 30
NDCCGJ0003 SFP28-25G-to-SFP28-25G 3 26
470-AAVO QSFP+40G-t0-4xSFP+10G 1 26
40G DAC
Splitter Dell 470-AAXG QSFP+40G-t0-4xSFP+10G 3 26
4 x 10G
( ) 470-AAXH QSFP+40G-t0-4xSFP+10G 5 26
NDAQGJ-0001 QSFP28-100G-to- 1 26
4xSFP28-25G
NDAQGF-0002 QSFP28-100G-to- 2 30
AEnEl AXSFP28-25G
NDAQGF-0003 QSFP28-100G-to- 3 30
100G DAC 4xSFP28-25G
Splitter
(4 x 25G) 026FN3 Rev AO0 | QSFP28-100G-to- 1 26
4XSFP28-25G
Dell OYFNDD Rev A0O0 | QSFP28-100G-to- 2 26
4XSFP28-25G
07R9N9 Rev A0O QSFP28-100G-to- 3 26
4XSFP28-25G
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Table B-1. Tested Cables and Optical Modules (Continued)

Speed/Form  Manufac- Cable
Factor turer el s Length?@ Gallge
Optical Solutions
AFBR-703SMZ SFP+ SR N/A N/A
Avago
AFBR-701SDZ SFP+ LR N/A N/A
10G Optical FTLX8571D3BCL- | SFP+ SR N/A N/A
Transceivers QL
Finisar
FTLX1471D3BCL- | SFP+ LR N/A N/A
QL
470-ABLV SFP+ AOC 2 N/A
470-ABLZ SFP+ AOC 3 N/A
470-ABLT SFP+ AOC 5 N/A
10G AOC ¢ Dell 470-ABML SFP+ AOC 7 N/A
470-ABLU SFP+ AOC 10 N/A
470-ABMD SFP+ AOC 15 N/A
470-ABMJ SFP+ AOC 15 N/A
TF-PY003-NOO SFP28 AOC 3 N/A
25G AOC InnoLight
TF-PY020-NOO SFP28 AOC 20 N/A

2 Cable length is indicated in meters.

b DAC is direct attach cable.

¢ AOC is active optical cable.
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Tested Switches

Tested Switches

Table B-2 lists the switches that have been tested for interoperability with the
QL45212 Adapters. This list is based on switches that are available at the time of
product release, and is subject to change over time as new switches enter the
market or are discontinued.

Table B-2. Switches Tested for Interoperability

Manufacturer Ethernet Switch Model

Arista 7060X
Nexus 3132
Cisco Nexus 5548 and 5596T
Nexus 6000
Dell EMC Z9100
HPE FlexFabric 5950
Mellanox SN2700
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Dell 29100 Switch
Configuration

The QL45212 Adapters supports connections with the Dell Z9100 Ethernet
Switch. However, until the auto-negotiation process is standardized, the switch
must be explicitly configured to connect to the adapter at 25Gbps.

To configure a Dell 29100 switch port to connect to the QL45212 Adapter at

25Gbps:

1.  Establish a serial port connection between your management workstation
and the switch.

2. Open acommand line session, and then log in to the switch as follows:
Logi n: adnin
Password: admin

3.  Enable configuration of the switch port:
Del | > enabl e
Passwor d: XXXXXX
Del | # config

4. ldentify the module and port to be configured. The following example uses

module 1, port 5:
Del | (conf) #stack-unit 1 port 5 ?

port node Set portnmode for a nodul e

Del | (conf)#stack-unit 1 port 5 portnode ?

dual Enabl e dual node

quad Enabl e quad node

singl e Enabl e si ngl e node

Del | (conf)#stack-unit 1 port 5 portnode quad ?

speed Each port speed in quad node
Del | (conf)#stack-unit 1 port 5 portnode quad speed ?
10G Quad port nmode with 10G speed
25G Quad port node with 25G speed
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Del | (conf)#stack-unit 1 port 5 portnode quad speed 25G

For information about changing the adapter link speed, see “Testing Network
Connectivity” on page 145.

5. Verify that the port is operating at 25Gbps:
Del | # Del | #show runni ng-config | grep "port 5"
stack-unit 1 port 5 portnode quad speed 25G

6. To disable auto-negotiation on switch port 5, follow these steps:

a. ldentify the switch port interface (module 1, port 5, interface 1) and
confirm the auto-negotiation status:

Del |l (conf)#interface tw 1/5/1

Dell (conf-if-tf-1/5/1)#intf-type crd4 ?
aut oneg Enabl e aut oneg

b. Disable auto-negotiation:
Del |l (conf-if-tf-1/5/1)#no intf-type cr4 autoneg

c.  Verify that auto-negotiation is disabled.
Dell (conf-if-tf-1/5/1)#do show run interface tw 1/5/1
I
interface twentyFiveG gE 1/5/1
no i p address
ntu 9416
swi t chport
flowmcontrol rx on tx on
no shut down
no intf-type cr4 autoneg

For more information about configuring the Dell Z9100 switch, refer to the Dell
79100 Switch Configuration Guide on the Dell Support Web site:

support.dell.com
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Glossary

ACPI

The Advanced Configuration and Power
Interface (ACPI) specification provides an
open standard for unified operating
system-centric device configuration and
power management. The ACPI defines
platform-independent interfaces for
hardware discovery, configuration, power
management, and monitoring. The specifi-
cation is central to operating
system-directed configuration and Power
Management (OSPM), a term used to
describe a system implementing ACPI,
which therefore removes device manage-
ment responsibilities from legacy firmware
interfaces.

adapter

The board that interfaces between the
host system and the target devices.
Adapter is synonymous with Host Bus
Adapter, host adapter, and board.

adapter port
A port on the adapter board.

Advanced Configuration and Power
Interface

See ACPI.

alternative routing-ID interpretation
See ARI.

ARI

Alternative routing-1D interpretation. The
PCI-SIG ARI provides a mechanism for a
single PCle device to support up to 256
physical functions (PFs). Current OSs
allow up to 16 PFs (per device) to be used
with ARI enabled in the system BIOS, and
up to 8 PFs (per device) to be used when
ARl is disabled.

bandwidth

A measure of the volume of data that can
be transmitted at a specific transmission
rate. A 1Gbps or 2Gbps Fibre Channel
port can transmit or receive at nominal
rates of 1 or 2Gbps, depending on the
device to which it is connected. This corre-
sponds to actual bandwidth values of
106MB and 212MB, respectively.

BAR

Base address register. Used to hold
memory addresses used by a device, or
offsets for port addresses. Typically,
memory address BARs must be located in
physical RAM while 1/0O space BARs can
reside at any memory address (even
beyond physical memory).

base address register
See BAR.

basic input output system
See BIOS.
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BIOS

Basic input output system. Typically in
Flash PROM, the program (or utility) that
serves as an interface between the
hardware and the operating system and
allows booting from the adapter at startup.

data center bridging
See DCB.

data center bridging exchange
See DCBX.

DCB

Data center bridging. Provides enhance-
ments to existing 802.1 bridge specifica-
tions to satisfy the requirements of
protocols and applications in the data
center. Because existing high-performance
data centers typically comprise multiple
application-specific networks that run on
different link layer technologies (Fibre
Channel for storage and Ethernet for
network management and LAN connec-
tivity), DCB enables 802.1 bridges to be
used for the deployment of a converged
network where all applications can be run
over a single physical infrastructure.

DCBX

Data center bridging exchange. A protocol
used by DCB devices to exchange config-
uration information with directly connected
peers. The protocol may also be used for
misconfiguration detection and for configu
ration of the peer.

device

A target, typically a disk drive. Hardware
such as a disk drive, tape drive, printer, or
keyboard that is installed in or connected
to a system. In Fibre Channel, a target
device.

DHCP

Dynamic host configuration protocol.
Enables computers on an IP network to
extract their configuration from servers
that have information about the computer
only after it is requested.

driver

The software that interfaces between the
file system and a physical data storage
device or network media.

dynamic host configuration protocol
See DHCP.

eCore

A layer between the OS and the hardware
and firmware. It is device-specific and
OS-agnostic. When eCore code requires
OS services (for example, for memory
allocation, PCI configuration space
access, and so on) it calls an abstract OS
function that is implemented in OS-specific
layers. eCore flows may be driven by the
hardware (for example, by an interrupt) or
by the OS-specific portion of the driver (for
example, loading and unloading the load
and unload).

EEE

Energy-efficient Ethernet. A set of
enhancements to the twisted-pair and
backplane Ethernet family of computer
networking standards that allows for less
power consumption during periods of low
data activity. The intention was to reduce
power consumption by 50 percent or more,
while retaining full compatibility with
existing equipment. The Institute of
Electrical and Electronics Engineers
(IEEE), through the IEEE 802.3az task
force, developed the standard.
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EFI

Extensible firmware interface. A specifica-
tion that defines a software interface
between an operating system and platform
firmware. EFI is a replacement for the
older BIOS firmware interface present in
all IBM PC-compatible personal
computers.

energy-efficient Ethernet
See EEE.

enhanced transmission selection
See ETS.

Ethernet

The most widely used LAN technology that
transmits information between computers,
typically at speeds of 10 and 100 million
bits per second (Mbps).

ETS

Enhanced transmission selection. A
standard that specifies the enhancement
of transmission selection to support the
allocation of bandwidth among traffic
classes. When the offered load in a traffic
class does not use its allocated bandwidth,
enhanced transmission selection allows
other traffic classes to use the available
bandwidth. The bandwidth-allocation prior-
ities coexist with strict priorities. ETS
includes managed objects to support
bandwidth allocation. For more informa-
tion, refer to:

http://ieee802.org/1/pages/802.1az.html

extensible firmware interface
See EFI.

FCoE

Fibre Channel over Ethernet. A new
technology defined by the T11 standards
body that allows traditional Fibre Channel
storage networking traffic to travel over an
Ethernet link by encapsulating Fibre
Channel frames inside Layer 2 Ethernet
frames. For more information, visit
www.fcoe.com.

Fibre Channel over Ethernet

See FCoE.

file transfer protocol

See FTP.

FTP

File transfer protocol. A standard network
protocol used to transfer files from one
host to another host over a TCP-based
network, such as the Internet. FTP is
required for out-of-band firmware uploads
that will complete faster than in-band
firmware uploads.

human interface infrastructure

HIl

See HIl.

Human interface infrastructure. A specifi-
cation (part of UEFI 2.1) for managing user
input, localized strings, fonts, and forms,
that allows OEMs to develop graphical
interfaces for preboot configuration.

IEEE

Institute of Electrical and Electronics
Engineers. An international nonprofit
organization for the advancement of
technology related to electricity.

Internet Protocol

See IP.

157

BC0154503-00 E


http://ieee802.org/1/pages/802.1az.html
www.fcoe.com
www.fcoe.com
www.fcoe.com

User’s Guide—Intelligent Ethernet Adapter
QL45212

Internet small computer system interface

IP

See ISCSI.

Internet protocol. A method by which data
is sent from one computer to another over
the Internet. IP specifies the format of
packets, also called datagrams, and the
addressing scheme.

IQN

iISCSI qualified name. iISCSI node name
based on the initiator manufacturer and a
unique device name section.

iISCSI

Internet small computer system interface.
Protocol that encapsulates data into IP
packets to send over Ethernet connec-
tions.

iSCSI qualified name

See IQN.

jumbo frames

Large IP frames used in high-performance
networks to increase performance over
long distances. Jumbo frames generally
means 9,000 bytes for Gigabit Ethernet,
but can refer to anything over the IP MTU,
which is 1,500 bytes on an Ethernet.

large send offload

See LSO.

Layer 2

Refers to the data link layer of the multilay-
ered communication model, Open
Systems Interconnection (OSI). The
function of the data link layer is to move
data across the physical links in a network,
where a switch redirects data messages at
the Layer 2 level using the destination
MAC address to determine the message
destination.

Link Layer Discovery Protocol
See LLDP.

LLDP

A vendor-neutral Layer 2 protocol that
allows a network device to advertise its
identity and capabilities on the local
network. This protocol supersedes propri-
etary protocols like Cisco Discovery
Protocol, Extreme Discovery Protocol, and
Nortel Discovery Protocol (also known as
SONMP).

Information gathered with LLDP is stored
in the device and can be queried using
SNMP. The topology of a LLDP-enabled
network can be discovered by crawling the
hosts and querying this database.

LSO

Large send offload. LSO Ethernet adapter
feature that allows the TCP\IP network
stack to build a large (up to 64KB) TCP
message before sending it to the adapter.
The adapter hardware segments the
message into smaller data packets
(frames) that can be sent over the wire: up
to 1,500 bytes for standard Ethernet
frames and up to 9,000 bytes for jumbo
Ethernet frames. The segmentation
process frees up the server CPU from
having to segment large TCP messages
into smaller packets that will fit inside the
supported frame size.

maximum transmission unit
See MTU.

message sighaled interrupts
See MSI, MSI-X.
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MSI, MSI-X

Message signaled interrupts. One of two
PCI-defined extensions to support
message signaled interrupts (MSIs), in
PCI 2.2 and later and PCI Express. MSls
are an alternative way of generating an
interrupt through special messages that
allow emulation of a pin assertion or
deassertion.

MSI-X (defined in PCI 3.0) allows a device
to allocate any number of interrupts
between 1 and 2,048 and gives each inter-
rupt separate data and address registers.
Optional features in MSI (64-bit
addressing and interrupt masking) are
mandatory with MSI-X.

MTU

Maximum transmission unit. Refers to the
size (in bytes) of the largest packet (IP
datagram) that a specified layer of a
communications protocol can transfer.

network interface card
See NIC.

NIC

Network interface card. Computer card
installed to enable a dedicated network
connection.

NIC partitioning
See NPAR.

non-volatile random access memory
See NVRAM.

NPAR

NIC partitioning. The division of a single
NIC port into multiple physical functions or
partitions, each with a user-configurable
bandwidth and personality (interface type).
Personalities include NIC, FCoE, and
iISCSI.

NVRAM

Non-volatile random access memory. A
type of memory that retains data (configu-
ration settings) even when power is
removed. You can manually configure
NVRAM settings or restore them from a
file.

OFED™

OpenFabrics Enterprise Distribution. An
open source software for RDMA and
kernel bypass applications.

PCI™

Peripheral component interface. A 32-bit
local bus specification introduced by

Intel®.

PCI Express (PCle)

A third-generation 1/O standard that allows
enhanced Ethernet network performance
beyond that of the older peripheral compo-
nent interconnect (PCI) and PCI extended
(PCI-X) desktop and server slots.

QoS
Quality of service. Refers to the methods
used to prevent bottlenecks and ensure
business continuity when transmitting data
over virtual ports by setting priorities and
allocating bandwidth.

quality of service
See QoS.

PF
Physical function.

RDMA

Remote direct memory access. The ability
for one node to write directly to the
memory of another (with address and size
semantics) over a network. This capability
is an important feature of VI networks.

159

BC0154503-00 E



User’s Guide—Intelligent Ethernet Adapter
QL45212

reduced instruction set computer
See RISC.

remote direct memory access
See RDMA.

RISC

Reduced instruction set computer. A
computer microprocessor that performs
fewer types of computer instructions,
thereby operating at higher speeds.

RDMA over Converged Ethernet
See RoCE.

RoCE

RDMA over Converged Ethernet. A
network protocol that allows remote direct
memory access (RDMA) over a converged
or a non-converged Ethernet network.
RoCE is a link layer protocol that allows
communication between any two hosts in
the same Ethernet broadcast domain.

SCSI

Small computer system interface. A
high-speed interface used to connect
devices, such as hard drives, CD drives,
printers, and scanners, to a computer. The
SCSI can connect many devices using a
single controller. Each device is accessed
by an individual identification number on
the SCSI controller bus.

SerDes

Serializer/deserializer. A pair of functional
blocks commonly used in high-speed
communications to compensate for limited
input/output. These blocks convert data
between serial data and parallel interfaces
in each direction.

serializer/deserializer
See SerDes.

single root input/output virtualization
See SR-10V.

small computer system interface
See SCSI.

SR-IOV

Single root input/output virtualization. A
specification by the PCI SIG that enables a
single PCle device to appear as multiple,
separate physical PCle devices. SR-I0V
permits isolation of PCle resources for
performance, interoperability, and
manageability.

target

The storage-device endpoint of a SCSI
session. Initiators request data from
targets. Targets are typically disk-drives,
tape-drives, or other media devices.
Typically a SCSI peripheral device is the
target but an adapter may, in some cases,
be a target. A target can contain many
LUNSs.

Atarget is a device that responds to a
requested by an initiator (the host system).
Peripherals are targets, but for some
commands (for example, a SCSI COPY
command), the peripheral may act as an
initiator.

TCP

Transmission control protocol. A set of
rules to send data in packets over the
Internet protocol.

TCP/IP

Transmission control protocol/Internet
protocol. Basic communication language
of the Internet.
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TLV

Type-length-value. Optional information
that may be encoded as an element inside
of the protocol. The type and length fields
are fixed in size (typically 1-4 bytes), and
the value field is of variable size. These
fields are used as follows:

B Type—A numeric code that indicates
the kind of field that this part of the
message represents.

Length—The size of the value field
(typically in bytes).
Value—Variable-sized set of bytes that
contains data for this part of the
message.

transmission control protocol
See TCP.

transmission control protocol/Internet
protocol

See TCP/IP.

type-length-value
See TLV.

UDP

User datagram protocol. A connectionless
transport protocol without any guarantee
of packet sequence or delivery. It functions
directly on top of IP.

UEFI

Unified extensible firmware interface. A
specification detailing an interface that
helps hand off control of the system for the
preboot environment (that is, after the
system is powered on, but before the
operating system starts) to an operating
system, such as Windows or Linux. UEFI
provides a clean interface between
operating systems and platform firmware
at boot time, and supports an architec-
ture-independent mechanism for initial-
izing add-in cards.

unified extensible firmware interface
See UEFI.

user datagram protocol
See UDP.

VF
Virtual function.

Vi

Virtual interface. An initiative for remote
direct memory access across Fibre
Channel and other communication proto-
cols. Used in clustering and messaging.

virtual interface
See VI.

virtual logical area network
See VLAN.

virtual machine
See VM.
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VLAN

Virtual logical area network (LAN). A group
of hosts with a common set of require-
ments that communicate as if they were
attached to the same wire, regardless of
their physical location. Although a VLAN
has the same attributes as a physical LAN,
it allows for end stations to be grouped
together even if they are not located on the
same LAN segment. VLANS enable
network reconfiguration through software,
instead of physically relocating devices.

VM

Virtual machine. A software implementa-
tion of a machine (computer) that executes
programs like a real machine.

wake on LAN
See WoL.

WolL

Wake on LAN. An Ethernet computer
networking standard that allows a
computer to be remotely switched on or
awakened by a network message sent
usually by a simple program executed on
another computer on the network.

162 BC0154503-00 E



, Corporate Headquarters  Cavium, Inc. 2315 N. First Street San Jose, CA 95131 408-943-7100
& CAVIUM

International Offices UK | Ireland | Germany | France | India | Japan | China | Hong Kong | Singapore | Taiwan | Israel

Copyright © 2015-2018 Cavium, Inc. All rights reserved worldwide. QLogic Corporation is a wholly owned subsidiary of Cavium, Inc. QLogic, FastLinQ, QConvergeConsole, and QLogic Control
Suite are registered trademarks or trademarks of Cavium, Inc. All other brand and product names are trademarks or registered trademarks of their respective owners.

This documentis provided for informational purposes only and may contain errors. Cavium reserves the right, without notice, to make changes to this document or in product design or specifications.
Cavium disclaims any warranty of any kind, expressed or implied, and does not guarantee that any results or performance described in the document will be achieved by you. All statements
regarding Cavium’s future direction and intent are subject to change or withdrawal without notice and represent goals and objectives only.

EFfastlinQ




	Table of Contents
	List of Figures
	List of Tables

	Preface
	Supported Products
	Intended Audience
	What Is in This Guide
	Documentation Conventions
	License Agreements
	Legal Notices
	Warranty
	Laser Safety—FDA Notice
	Agency Certification
	EMI and EMC Requirements
	KCC: Class A
	VCCI: Class A

	Product Safety Compliance


	1 Product Overview
	Functional Description
	Features
	Dell QL45212-specific Features
	Adaptive Interrupt Frequency
	ASIC with Embedded RISC Processor


	Adapter Specifications
	Physical Characteristics
	Standards Specifications


	2 Hardware Installation
	System Requirements
	Safety Precautions
	Preinstallation Checklist
	Installing the Adapter

	3 Driver Installation
	Installing Linux Driver Software
	Installing the Linux Drivers Without RDMA
	Removing the Linux Drivers
	Installing Linux Drivers Using the src RPM Package
	Installing Linux Drivers Using the kmp/kmod RPM Package
	Installing Linux Drivers Using the TAR File

	Installing the Linux Drivers with RDMA
	Linux Driver Optional Parameters
	Linux Driver Operation Defaults
	Linux Driver Messages
	Statistics

	Installing Windows Driver Software
	Installing the Windows Drivers
	Running the DUP in the GUI
	DUP Installation Options
	DUP Installation Examples

	Removing the Windows Drivers
	Managing Adapter Properties
	Setting Power Management Options

	Installing VMware Driver Software
	VMware Drivers and Driver Packages
	Installing VMware Drivers
	VMware Driver Optional Parameters
	VMware Driver Parameter Defaults
	Removing the VMware Driver


	4 Upgrading the Firmware
	Running the DUP by Double-Clicking
	Running the DUP from a Command Line
	Running the DUP Using the .bin File

	5 Adapter Preboot Configuration
	Getting Started
	Displaying Firmware Image Properties
	Configuring Device-level Parameters
	Configuring NIC Parameters
	Configuring Data Center Bridging
	Configuring Partitions

	6 RoCE Configuration
	Supported Operating Systems and OFED
	Planning for RoCE
	Preparing the Adapter
	Preparing the Ethernet Switch
	Configuring the Cisco Nexus 6000 Ethernet Switch
	Configuring the Dell Z9100 Ethernet Switch

	Configuring RoCE on the Adapter for Windows Server
	Configuring RoCE on the Adapter for Linux
	RoCE Configuration for RHEL
	RoCE Configuration for SLES
	Verifying the RoCE Configuration on Linux
	VLAN Interfaces and GID Index Values
	RoCE v2 Configuration for Linux
	Identifying RoCE v2 GID Index or Address
	Verifying RoCE v1 or RoCE v2 GID Index and Address from sys and class Parameters
	Verifying RoCE v1 or RoCE v2 Function Through perftest Applications


	Configuring RoCE on the Adapter for ESX
	Configuring RDMA Interfaces
	Configuring MTU
	RoCE Mode and Statistics
	Configuring a Paravirtual RDMA Device (PVRDMA)


	7 iSER Configuration
	Before You Begin
	Configuring iSER for RHEL
	Configuring iSER for SLES 12
	Optimizing Linux Performance
	Configuring CPUs to Maximum Performance Mode
	Configuring Kernel sysctl Settings
	Configuring IRQ Affinity Settings
	Configuring Block Device Staging


	8 SR-IOV Configuration
	Configuring SR-IOV on Windows
	Configuring SR-IOV on Linux
	Configuring SR-IOV on VMware

	9 Windows Server 2016
	Configuring RoCE Interfaces with Hyper-V
	Creating a Hyper-V Virtual Switch with an RDMA Virtual NIC
	Adding a VLAN ID to Host Virtual NIC
	Verifying If RoCE is Enabled
	Adding Host Virtual NICs (Virtual Ports)
	Mapping the SMB Drive and Running RoCE Traffic

	RoCE over Switch Embedded Teaming
	Creating a Hyper-V Virtual Switch with SET and RDMA Virtual NICs
	Enabling RDMA on SET
	Assigning a VLAN ID on SET
	Running RDMA Traffic on SET

	Configuring QoS for RoCE
	Configuring QoS by Disabling DCBX on the Adapter
	Configuring QoS by Enabling DCBX on the Adapter

	Configuring VMMQ
	Enabling VMMQ on the Adapter
	Setting the VMMQ Max QPs Default and Non-Default VPort
	Creating a Virtual Machine Switch with or Without SR-IOV
	Enabling VMMQ on the Virtual Machine Switch
	Getting the Virtual Machine Switch Capability
	Creating a VM and Enabling VMMQ on VMNetworkadapters in the VM
	Default and Maximum VMMQ Virtual NIC
	Enabling and Disabling VMMQ on a Management NIC
	Monitoring Traffic Statistics

	Configuring VXLAN
	Enabling VXLAN Offload on the Adapter
	Deploying a Software Defined Network

	Configuring Storage Spaces Direct
	Configuring the Hardware
	Deploying a Hyper-Converged System
	Deploying the Operating System
	Configuring the Network
	Configuring Storage Spaces Direct


	Deploying and Managing a Nano Server
	Roles and Features
	Deploying a Nano Server on a Physical Server
	Deploying a Nano Server in a Virtual Machine
	Managing a Nano Server Remotely
	Managing a Nano Server with Windows PowerShell Remoting
	Adding the Nano Server to a List of Trusted Hosts
	Starting the Remote Windows PowerShell Session

	Managing QLogic Adapters on a Windows Nano Server
	RoCE Configuration


	10 Troubleshooting
	Troubleshooting Checklist
	Verifying that Current Drivers Are Loaded
	Verifying Drivers in Windows
	Verifying Drivers in Linux
	Verifying Drivers in VMware

	Testing Network Connectivity
	Testing Network Connectivity for Windows
	Testing Network Connectivity for Linux

	Microsoft Virtualization with Hyper-V
	Linux-specific Issues
	Miscellaneous Issues
	Collecting Debug Data

	A Adapter LEDS
	B Cables and Optical Modules
	Supported Specifications
	Tested Cables and Optical Modules
	Tested Switches

	C Dell Z9100 Switch Configuration
	Glossary

