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1.1

1.2

Overview

The Dell EMC XC430 Xpress system is a hyper-converged appliance based on the Dell EMC XC430 paired
with Nutanix software. The Dell EMC XC430 Xpress hardware platform supports two Intel Xeon v4
processors, up to 12 DIMMs, and one SSD and three HDDs. The XC Xpress solution includes the Dell EMC
XC appliance and software from Nutanix (used as a virtual appliance), which simplifies virtualization by

converging computer, storage, and network into a single appliance that is deployed in a clustered
environment. For more information see, Dell.com/xcseriesmanuals. There is also a QRL that links you
immediately to documentation and instructional videos on the QRL site.

Documentation resources

For a list of the associated documentation, see the Dell EMC XC Xpress Hyper-Converged Appliance Support

Matrix found at Dell.com/xcseriesmanuals.

Introduction

The XC Xpress Series is a solution designed to bring the power of the Nutanix enterprise cloud platform to
small and medium businesses (SMBs). The Dell EMC XC Xpress is designed to address the IT needs of
smaller organizations through ease of deployment and management.

The Xpress features are limited to the features listed here:

Table 1 XC Xpress feature list

Available premium features

Feature limitations

Multi-hypervisor support

Max cluster size = 4 appliances

Virtualization management

2 clusters max (Primary/on site DR Cluster)

Single site disaster recovery (DR)

No heterogeneous clusters

Cloud connect

No multi-site DR

Metro availability

No availability domains

Prism starter and central

No resilience factor of 3 (RF3)

MapReduce compression and dedup

No Prism Pro

Supports 1 Gbe and 10 GbE networks

No erasure coding

No encryption

No all-flash drives (no all SSD configuration)
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1.3 About XC430 Xpress IT infrastructure

The XC430 Xpress appliance is designed so that a small IT staff can install and manage the entire IT
infrastructure. In this context, we have a management network and a production network.

Warning: Network Communication between the Controller VM (CVM) and the host appliance leverages the
192.168.5.x IP subnet on a private virtual network. You cannot use the 192.168.5.x IP subnet for your
production or IDRAC management networks.

Note: Management network (iDRAC) may be located on the same or different IP subnet as production
network.

The following image is a physical diagram for an XC430 Xpress cluster. Three or four physical appliances
function as a cluster as shown in Figure 1.

1 Gbps

L[SR 010

Figure 1 Physical diagram for an XC430 Xpress cluster
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2 Installing hardware

You must have filled out the Deployment Checklist, prior to any of the following tasks.

2.1 Installation summary

The following tasks outline the XC Xpress installation process and the details of each task follow below.

1. Unpack the Dell EMC XC430 appliances.

2. Install Dell EMC XC430 Xpress appliance into the rack. For more information about installing the
server into the rack, see the rack documentation included with your solution.

Connect the network interface connections to the appropriate network switches.

Connect each of the servers to an electrical outlet.

5. Power the systems on by pressing the power button.

oW

2.2 Unpacking the appliances
Before you begin unpacking the appliances, read through the following documentation. Documentation is
found at Dell.com/xcseriesmanuals. The support matrix for this product contains the required software and
firmware versions for successful deployment. This document is found on Dell.com/xcseriesmanuals. You
can find a complete list of documentation for this product in the Dell EMC XC430 Xpress Series Support
Matrix.

¢ Rack installation instructions shipped with your Dell solution.
o Xpress Getting started Guide.

e Xpress Service and Installation Manual.

e Fabric Manager for XC Xpress User’s Guide

o Deployment Checklist

e Xpress Support Matrix

2.3 Connecting to a network switch

Note: You must enable SSH on your switch prior to running Fabric Manager in a later step.

2.3.1 Dell EMC XC430 Xpress with 1Gbe switch

Use this for entry-level 1 Gbe only switch configurations.
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2.3.2

2.4

2.5

1 Gbps

Figure2  Connections for a Dell EMC XC430 Xpress with 1Gbe switch.

1. Management network (iDRAC network) 2.Production network

Dell EMC XC430 Xpress with 10 Gbe switch

Use this for 10 Gbe configurations.

1 Gbps

10 Gbps

Figure 3 Connections for a Dell EMC XC430 Xpress with 10Gbe

1. Management network (iDRAC network) 2. Production network

Connecting servers to electrical outlets

To ensure each Dell EMC XC430 Xpress appliance has a redundant power source, plug the power cables
from each physical server into separate power sources such as an uninterruptible power supply (UPS) or a

power distribution unit (PDU).

Turning on the appliances

Press the power button on the appliances being configured. The buttons are located on the front of the Dell

EMC XC430 Xpress appliance. The power LEDs illuminates when the appliances are turned on.

Refer to the Dell EMC XC430 Xpress Hyper-Converged Appliance Service and Installation Manual for a

depiction of this model and other relevant information.

Go Dell.com/xcseriesmanuals and download the Dell EMC XC430 Xpress Hyper-converged Appliance
Deployment Checklist. This is the same checklist included in this document, but it is easy to print out.
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11

Configuring IDRAC for remote network access
(Recommended)

Use the following optional procedure to configure IDRAC network settings to enable remote access. This task
assumes you have:

Note: After you have assigned an IP Address to the iDRAC, you can open a browser and browse to the IP
assigned to the iDRAC.

e Monitor, keyboard and mouse temporarily connected to the Xpress appliance. Alternatively, connect
using KVM over IP
e |P Address, Subnet Mask, and Gateway: optionally, a DNS server IP address

1. Connect the physical keyboard, mouse, and monitor to the proper ports on the appliance.
Turn on the appliance and press F2 to enter the System Setup.

F2 System Setup

Fie Lifecycle Controller
F11 Boot Manager

F12 = PXE Boot

Initializing Intel(R) Boot Agent XE vZ2.3.08
PXE 2.1 Build 092 (WfM 2.0)

Initializing Intel(R) Boot Agent GE v1.4.03
PXE 2.1 Build 091 (WfM 2.0)

Initializing Serial ATA devices...

3. Onthe System Setup page, click iDRAC Settings.

System Setup

System Setup Main Menu

Ib‘;s[em BIOS I

IDRAC Ssttings

Device Settings

4. Onthe iDRAC Settings page, click Network.
5. Set the following items as described here:

a. SetEnable NIC to Enabled.

b. Set NIC Selection to Dedicated.
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@ System Setup

Help | About | Exit

iDRAC Settings

DRAC Settings + Network

NETWORK SETTINGS
Enable NIC -
NIC Selection

Failover Network

Auto Dedicated NIC

MAC AQATEES -

AUED MEGOTIALION st

e L O e e

O Disabled @ [Enabled
Dedicated

@® MNone

BO:83:FE:CF:1F:83

cOff  @O0n

® Disabled O Enabled

ONMops  OM0Mips @ 1000 Maps
Dedicated

c. Set Enable IPMI Over LAN to Enabled.

system Setup

Help | About | Exit

iDRAC Settings

IDRAC Settings » Network

Static Alternate DNS Server -~
IPMI SETTINGS

LiNK LOCEI AAArSE ettt
Use DHCPvVE to obtain DNS Server addresgs -
Static Preferred DNS Seryer - s

Channel Privilege Lewel Limit <.

Encryption Key -

fe80:b283:feff:fecf1f83

@ Disabled > Enabled
© Disabled ® Enabled

@® Administrator © Operator O User
[0000000000000000000000000000000000000000

Note: It is not required to set the iDRAC IP information at this time. You can do it during cluster creation.

6. Scroll down the iDRAC Settings menu and configure the IPv4 Settings. This is where you can

configure your iDRAC IP addresses.

To return to the iDRAC Settings page, click Back.
To return to the System Setup page, click Finish.
To save changes, click Yes.

© © N

10. After it reports that the settings were saved successfully, click Yes.

Note: The tasks below describe the configuration using a remote virtual console launched from the iDRAC
WEB interface. In addition, you can use a directly attached monitor to configure each server and to start on
a bootable USB device with an ISO file to install an operating system.

11. You may log out of System Setup menu at this time.
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3.1 Logging in to Dell iDRAC (Recommended)

Use the following procedure to launch a virtual console:

Note: This procedure may require Java Runtime Environment (JRE) is installed on the management
workstation you are using to remotely manage the connected appliances. If the management workstation
does not launch with default settings, select Settings and select the Java option. You can use Java version
8 (1.8.0) or later.

1. Tologinto iDRAC, open a web browser on a management workstation, and then type the iDRAC IP
address in the address bar.

2. Onthe iDRAC Log in page, type the default login credentials:
a. Inthe Username box, type root.
b. Inthe Password box, type calvin.

3. Onthe System Summary page, in the Properties tab, under the Virtual Console Preview section,
click Launch.

Note: Configure the Virtual Console Plug-In Type for native, Java, or HTML5. Depending on your IT settings,
it may require additional steps to gain remote access. See the Integrated Dell Remote Access Controller
User's Guide at dell.com/idracmanuals for additional help.
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4 Getting ready for cluster setup

The next steps are done using a management workstation, not the appliance. Connect the management
workstation for cluster set up to the same production network subnet where the XC Xpress appliance resides.
Before you start this section, make sure you have completed the Deployment checklist and read the
prerequisites sections in the Appendix. If you have any issues, see the Troubleshooting sections prior to
calling Technical Support.

The following tasks are described in more detail below in the following sections:

e Managing the OEM Microsoft license and running the First Time Boot Script
e Download the Java Runtime Environment (JRE)

e Download Google Chrome (Nutanix recommends)

e Setting up the Nutanix Customer Portal

e Downloading Foundation Applet

e Downloading Fabric Manager

4.1 Managing the OEM Microsoft license and running the First Time
Boot Script

When you set up the Hyper-V appliances, you must prepare each appliance, and then configure the cluster.
Complete the following tasks on each appliance:

1. Access the console by doing one of the following:
e Connect the physical keyboard, mouse, and monitor to the proper ports on the appliance, or
e Connect to the iDRAC virtual console (if you configured the IP address already)

Note: The following steps walk you through configuring appliance, assuming you are connecting using
iDRAC virtual console.

Note: For information about configuring and accessing the iDRAC GUI, see iDRAC Quick Start Guide at
dell.com/support/home.

2. After the system reboots from configuring iDRAC, do the following:
a. Boot to the Windows operating system that comes pre- installed on each XC Xpress appliance.

14 Dell EMC XC Xpress Hyper-Converged Appliance Deployment Guide for Hyper-V | A02
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B e s, Dell XC430 Xpress, User: root, 9.4 fps -|B -
File View Macros Tools Power HNextBoot Virtual Media Help
Settings

P e
MICROSOFT SOFTWARE LICENSE TERMS.

MICROSOFT WINDOWS SERVER 2012 R2 STANDARD

ftware, you accept these terms. If you do not
accept them, do not use the softws stead, contact the
manufacturer or installer to determine itz return policy for a
refund or credit.

As described below, using some features also operates as your
consent to the transmission of certain standard computer
information for Internet-based services.

s o eibhe o e s s s s St

Current User(s): root :

Figure 4  Microsoft and Dell End User License Agreement

b. On the Microsoft Windows Settings page, to accept the Microsoft and Dell End User License
Agreement, click | Accept.

After the system accepts the agreement, Windows continues the startup process. Repeat this step on
all appliances.
The startup process automatically logs you into Windows with Administrative credentials (default

credentials: User: administrator credential and Password: nutanix/4u. These credentials are in
lowercase.
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5]

File View Macros Tools Power NextBool Virtual Media Help

s o, Dell XCA30 Xpress, User: raot, 1.6 fps

o

Nutanix First Time Boot Scripts
Welcome to the XC430 Xpress appliance set up.

The system will automatically reboot one or more times. Please do not

shutdown the system of run any programs until this setup program displays
‘firstboot success’

Setup will continue automatically in 6 seconds. or click ‘OK to continue

= =

Current User(s): root: .o

Figure 5  First Time Boot Scripts dialog box.

a. Inthe first Nutanix First Time Boot Scripts dialog (seen in Figure 5), to begin first boot scripts,
click OK, or wait 6 seconds for automatic start. Installation process time may vary depending on
configuration. You can just let this run until the final screen displays.

Warning: Do not interact with the system during First Time Boot Scripts and reboot process. This process
can take up to 30 minutes and two or three reboots may occur depending on your configuration.
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| 5| e m Dell XC430 Xpress, User: root, 1.2 fps == -
File View | Macros| Tools Power NextBoot Virtual Media Help

Press Ctrl+Alt+Delete to sign in.

3:57
Monday, April 3

&

Current User(s): root : Bm moom

Figure 6  Screen you see when you have successfully completed the First Time Boot Script.

b. When the First Time Boot Scripts process finishes, you should see a screen (Figure 6) that
prompts you to sign into the Window’s Hyper-V appliance. Select the Macro tab, and then click
Ctrl-Alt-Del.

Note: For IDRAC console, do not use your keyboard to type Ctrl-Alt-Del.

c. Log in using credentials: The default user name is administrator and the default password is
nutanix/4u.

Note: If at any time the Nutanix First Time Boot Scripts wizard reports that the installation has failed, see the
Troubleshooting section before you contact Dell Support to determine the reason for failure.
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(2] .o, Dell XC430 Xpress, User: root, 1.8 fps

File View Macros Tools Power MextBoot VirtualMedia Help

o XC430 Xpress.

Nutanix First Time Boot Scripts

Step ‘cygin installed successfully completed

Step ‘nic dmers installed successfully completed
Step mix drwer installed successfully completed.
Step nic team setup’ successfully completed

Step Vg setup’ successfully completed

Step switch setup’ successfully completed

Step python installed successfully completed.

Step ipmiuti installed successfully completed

Step nutani utls installed sueeassfully compieted
Step jumbo frames enabled” successhlly compleled.
Step create phosnix pariion’ successhully completed
Step st configured successhlly completed

Step v setup’ successfully completed

Step firstboat success' successiully completed

Setup vill continue automatically in 6 seconds. or click 'OK'to continue

Figure 7 Screen that flashes and disappears after six seconds.

d. After the pop up message displays saying the process is complete, click OK or wait six seconds
and it automatically continues. Figure 8 below displays the screen that appears when the entire

process has completed successfully.

18
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[ <] & = Dell XC430 Xpress, User: root, 1.2 fps [=[= [

File View Macros Tools Power NextBoot Virtual Media Help

F e

Current User(sy: root. B BB 5

Figure 8  Final screen you see when the entire process has completed successfully.

e. If you want to verify the process completed successfully, you can open the log file. At the bottom
of the screen (Figure 8) click the File Explorer icon.
f. Navigate to C:\Program Files\Nutanix\Logs. The file nameis first boot.txt.
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[ =1 Logs -
GJ - 1 » ThisPC » OS(C:) » Program Files » Nutanix » Logs v G| Search Logs
e Name - Date modified Type Size
Bl Desktop || first_boot 4/3/2017 3:52 PM Text Document
# Downloads
£ Recent placegmm
il first_boot - Notepad
1% This PC File Edit Format View Help
4/3/2017 8:44 PM Info Failed to run ssh cmd 1s /tmp/svm_boot_succeeded. Retrying in 5 second ~
€ Network 4/3/2017 8:44 PM Info Running ssh command with nutanix@’ -0 StrictHostKeyCheckin
47372017 8:44 PM Info Failed to run ssh cmd 1s /tmp/svm_boot_succeeded. Retrying in 5 second
47372017 8:44 PM Info Running ssh command with nutanix@l -0 StrictHostKeyCheckin
47372017 8:44 PM Info Failed to run ssh cmd 1s /tmp/svm_boot_succeeded. Retrying in 5 second
47372017 8:44 PM Info Running ssh command with nutanix@: -0 StrictHostKeyCheckin
4/3/2017 8:44 PM Info Failed to run ssh cmd 1s /tmp/svm_boot_succeeded. Retrying in 5 second
4/3/2017 8:44 PM Info Running ssh command with nutanix@] -0 StrictHostKeyCheckin
47372017 8:44 PM Info Success running 1ls /tmp/svm_boot_succeeded
4/3/2017 8:44 PM Info Setting storage new disk policy
47372017 8:44 PM Info Restarting host..
47372017 3:48 PM Info First boot script started
4/3/2017 3:48 PM Info Detecting SKU
4/3/2017 3:48 PM Info Current SKU is:
4/3/2017 3:48 PM Info Dell factory workflow detected
4/3/2017 3:48 PM Info Beginning last reboot
4/3/2017 3:48 PM Info Waiting for CVM to boot up.
4/3/2017 3:48 PM Info Running cmd 1s /tmp/svm_boot_succeeded on svm
47372017 3:48 PM Info Running ssh command with nutanix@: -0 StrictHostKeyCheckin
4/3/2017 3:48 PM Info Failed to run ssh cmd 1s /tmp/svm_boot_ succeeded. Retrying in 5 second
4/3/2017 3:48 PM Info Running ssh command with nutanix@ -0 StrictHostKeyCheckin
litem 1itemseld| 4/3/2017 3:48 PM Info Failed to run ssh cmd 1s /tmp/svm_boot_succeeded. Retrying in 5 second
4/3/2017 3:48 PM Info Running ssh command with nutanix@l -0 StrictHostKeyCheckin
47372017 3:49 PM Info Success running 1ls /tmp/svm_boot_succeeded
4/3/2017 3:52 PM Info Enabling page file for crash dumps
4/3/2017 3:52 PM Info Successfully enabled page file for crash dumps at C:\DedicatedDumpFile
4/3/2017 3:52 PM Info Unset Autologon =
4/3/2017 3:52 PM Info Mosaie glelogon =
v
< i >

Figure 9  Log report verifying a successfully run First Time Boot Script Wizard.

g. Double click to open the log file.
h. Scroll to the bottom of the file and read the success message. The message reads, Marking first
boot script run as success.

Note: If at any time the Nutanix First Time Boot Scripts wizard reports that the installation has failed, see the
Troubleshooting section before you contact Dell Support to determine the reason for failure.

Important: To maintain a fast and efficient bare metal recovery option, Dell EMC recommends leveraging
the Rapid Appliance System Recovery (RASR) tool. After deployment, create a RASR USB disk and safely
store it as part of your disaster recovery planning. For more information, see Bare metal recovery.

4.2 Downloading Java Runtime Environment

A management workstation is used for this step. A Java Runtime Environment (JRE) is required to launch the
Nutanix Foundation Applet. The latest JRE is located at https://www.java.com and is a free download.

Note: Make sure all the appliances have run their first boot script before doing this task.
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Note: Java version 8 (1.8.0) or later is required to use the Foundations Applet.

1. Onthe Windows Control panel, open the Java (32-bit) applet.
2. Onthe Security tab, click High and add an exception for the local applets by adding the following to
the site list:

file:/
B Java Control Panel == -
General | Update | Java | Security | Advanced |
Enable Java content in the browser
Security level for applications not on the Exception Site fist
(O very High
Only Java appiications identified by & certificate from a trusted autharity are allowed to run,
and only if the certificate can be verified as not revoked.
@ High
Java applications identified by a cerificate from a trusted authority are alowed to run, evenif
the revocation status of the certificate cannot be verified.
Exception Site List
Applications launched from the sites listed below will be allowed to run after the appropriate security
le:f N
[ Edtstelet.. ]
-
Restore Security Prompts | ‘ Manage Certificates. . ‘

Figure 10  You must set Java to high, to lower security settings.

3. Click OK.
4.3 Downloading Google Chrome
Nutanix recommends using the Google Chrome web browser for downloading content from the Nutanix portal
and managing your XC430 Xpress cluster. Download Google onto your management workstation.
Note: If your default browser is not set to Chrome, temporarily change your default browser to Chrome for
the cluster set up.
4.4

Setting up Nutanix Support Portal

If you are new to Nutanix Support, create a personal profile on the Nutanix Support Portal. Creating a
personal profile lets you manage licenses, user accounts, access KB articles, and access product
documentation. Within the Nutanix Support Portal, you are prompted to add break-fix/admin contact

information, linked to a cluster/asset. This account is where you manage the same list of users allowed to use
Prism.

Note: The Nutanix Customer Portal is also required to access some of the advanced Nutanix
documentation.
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To set up your Nutanix Support Portal, complete the following tasks:

1. Go to the Nutanix Support Portal at http://portal.nutanix.com and click Register Now.
2. Reqgister by typing data in appropriate boxes.
3. Inthe Serial Number box, type the Service Tag number of your Dell EMC XC430 Xpress.

Note: To find the Service Tag of your Dell EMC XC430 Xpress, see the Locating The Service Tag section in
this document.

4. After the Customer Portal account is created, you can manage your licenses.

4.4.1 Registering your Service Tags with Nutanix
Your Nutanix license is auto-registered when you log in and register an appliance Service Tag with Nutanix.

1. Onthe Nutanix Documentation portal, see the Web Console Guide (for access details, see the
Documentation matrix section in the Support Matrix).

2. Inthe Nutanix Web Console Guide, see the License Management section.

3. Perform the relevant licensing tasks for your system.

4.5 Downloading Foundation Applet

After you created a Nutanix account, download the Foundation Applet to your management workstation by
performing the following actions:

1. Sign into the Nutanix Portal: https://portal.nutanix.com.

INB  Dccumentstion v Support& Forums v Downloads v My Products v

AOS (NOS)

Acropolis Upgrade Paths

DOCUMENTATION

2. From the toolbar, select Downloads > Foundation.
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INB  Documemation v Support&Forums v Downloads v My Products v aQ =£

Foundation

Getting started?

Downloa

3. To download the Foundations Applet, on the Foundation page, click the discovery applet link.
4. Afile called FoundationApplet-offline. zip is downloaded locally to your system.
5. Save this download to a folder on your management workstation.

4.6 Downloading Fabric Manager and User’s Guide

Fabric Manager is a network validation tool. To download the tool to your management workstation:

Go to https://dell.com/xcseriesmanuals

From the dialog box, select the XC430 Xpress appliance.

On the left side, click Drivers & downloads.

Next to View all available updates for Dell XC430 Xpress Hyper-converge Appliance, click
Change OS.

Click Windows Server2012 R2.

Scroll down and click Applications.

7. Download DellPowerToolsFabricManager X.X.X.XXXX-Win.zip, save itto a location, and
install the tool on your management workstation.

E S

oo

Note: The tool and dIl must remain in the same directory.

For information on running Fabric Manager:

The Fabric Manager for XC Xpress User’s Guide is found at https://dell.com/xcseriesmanuals.

1. Select your Xpress appliance.
2. On the left side, click Manuals and Documents.
3. Download Fabric Manager for XC Xpress User’s Guide.
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5 About Fabric Manager

Fabric Manager validates and reports the requirements that verify network readiness and ensures a smooth
deployment. Run the tool using the management workstation. This tool confirms if your network switch is a
validated switch and validates network configuration settings are ready to begin deployment.

At this point, run Fabric Manager to validate your switch. For more information about Fabric Manager, see the
Fabric Manager for XC Xpress User’s Guide found at Dell.com/xcseriesmanuals.
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6 About cluster creation

The following tasks outline the details of creating the cluster using Nutanix Foundation. For the sections below
refer to the Deployment Checklist for required information.

6.1 Discovering appliances with Nutanix Foundation Applet

The Nutanix Foundation Applet provides a graphical user interface for discovering the XC430 Xpress
appliances.

1. Make sure that the first time boot scripts have completed.

2. From the management workstation, navigate to the folder where you downloaded the Foundation zip
file.

3. Extract the all files to the same folder.

4. Double-click the nutanix foundation applet.jnlp file.

Note: It may take several minutes for all appliances to be discovered even after they have successfully
booted for the first time.

Starting application... -
Downloading application. .i.;.

Location: file:/|

5. Verify that all XC Xpress appliances have been discovered by the Foundation applet by verifying the
Service Tag (Serial Number) in the Foundation applet (Figure 11).
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El Foundation Launcher M

fiodel | Serial Mumber | Position | Foundation | Status

W4 BFTHRDZ A

K430 Xpress BFYFQD2 A 3.7.01 Free
K430 Xpress PIQD2 A 3.7.01 Free
K430 Xpress Q1aFaD? A 3.7.01 Free

[ Retry discoveny J Launch Foundatiaon I [ Euxit J

Figure 11 Nutanix Foundation Launcher dialog box showing Serial Numbers and Status.

6. Select a single XC Xpress appliance with the Status “Free” in the Foundation Applet, and click
Launch Foundation.

6.2 Displaying discovered appliances

After you have discovered the XC Xpress appliances using the Foundation Applet, the browser displays all
discovered XC appliances.

Note: XC and XC Xpress Series appliances cannot exist in the same cluster.
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Q)  LOwowMaks  2DefieClomer 3 SewpNode 4 Selectimages

Figure 12 View all discovered XC Xpress appliance.
1. Select the check box next to the Service Tag for the Xpress appliance that you want to be a part of

this cluster. The network interfaces are automatically checked.

NOTE: The maximum number of appliances for an XC430 Xpress cluster is four (4).

NOTE: The default redundancy factor is 2 and cannot be changed with XC Xpress configurations.

2. To proceed click Next.
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6.3 Defining the cluster

For the sections below refer to the Deployment checklist for required information.

g) 1 DiscowerNodes 2 Define Cluster  3.SewpMode 4. Selectimages 5. Create Cluster

Hypervisar, CVM. IPMI 1Ps.

Figure 13 New Cluster Setup screen.

1. Onthe New Cluster Setup screen, under Cluster Information, do the following:
In the Cluster Name box, type a name for the cluster.
In the IP Address box, type an IP address for the cluster.
Do not configure IPMI.
In the NTP Server Address box, type the NTP server address.
In the DNS Server IP box, type the DNS server IP address.
. Select a time zone.
2. Under Network Information, do the following:
a. Under CVM and Hypervisor, do the following:
i. Inthe Network box, type the IP address for your network.
ii. Inthe Gateway box, type the IP address for your gateway.
iii. Inthe CVYM Memory box, do not change the memory setting. Leave the default.

I L S

Important: Do not change the memory configuration for the CVMs at the default setting.

3. Under Post Imaging Tests, leave it cleared. Do not select the Enable Testing box.

Important: Under Post Imaging Tests, do not select Enable Testing (cleared by default) to bypass NCC
check during cluster creation.

4. Click Next.

6.4 Setting up the appliance

1. On Node Setup page, leave Hosthames and IP Range blank.
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2. Onthe Node Setup page under Manual Input, manually enter the IP addresses and hostnames for
each appliance.

ter  3.SewwpNode . Select Images

5. Create Cluster

Nods Setup

cm P Hypervisor IP

Figure 14 Node Setup screen.
3. Click Validate Network.
4.

If network validation fails, check if you have duplicate IP addresses. Correct any errors and click
Validate Network again.

6.5 Selecting images
1. Onthe Select Imaging Type dialog box, click Single Hypervisor.

Note: The Multi Hypervisor option is not supported on Xpress.

Dell EMC XC Xpress Hyper-Converged Appliance Deployment Guide for Hyper-V | A02 DEALLEMC



© single Hypervisor

O Multi Hypervisor
Select a combination of ESXi nodes with one AHV (Storage-only) node

-

Figure 15 Only select Single Hypervisor on the Image Selection screen.

2. Click Continue.

3.SetupNode 4. Selectimages  B.C

Imags Saloction
e o et A a1y 150 e Ko ot nods.

ADS
mstaled Version: 5.88.2

AVAILABLE PACKAGES # Manage

Selec Pacage

Hyparvisor
instaled Type: rper-y
Instaled Versian: e nuranix 20160925 30

Y PERVISOR TY PE

Hrpery -

AVALABLE FACRAGES .

View whitelist (9201112017

CHOSE HYPERY SKU

Datacenter -

Figure 16 Image Selection screen.

3. Onthe Image Selection screen, click Skip.
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Important: Carefully proceed through the Select Image section. Your hypervisor preferences were factory
installed and the image selection process should be skipped.

Creating a cluster

The imaging process is shown under Cluster Creation Status on the Cluster Creation progress screen.

@ 1.Discover Nodes  2.Define Cluster  3.SetupNode 4. Selectimages 5. Create Cluster

Overail Progress (97%) Log

Cluster Creation Status

Nodes in cluster "DellEMC-XC-Xpress”

STATUS HYPERVISOR 1P PROGRESS

Figure 17 Observe the image process under Cluster Creation Status.

This process takes approximately 15 minutes depending on the configuration. Use the log link to monitor the
cluster creation progress.

After completion, you are presented with the following screen:

@ 1. Discover Nodes 2. Define Cluster 3. Setup Node 4, Select images &. Create Cluster

Cluster creation successfull

@

Manage your cluster wullu

Export logs
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Figure 18 Cluster creation successful screen.

1. Click Prism, and a new web browser launches.
2. If cluster creations fails, see the Troubleshooting section prior to contacting Dell EMC support.

Note: If you enabled PULSE, your cluster must be able to connect to the external Pulse servers for
automatic case creation. If applicable with your network layout, configure your HTTP proxy settings for
external communication.

6.6.1 Understanding PULSE
This section assumes you have read the two Nutanix KB articles outlined in the Deployment checklist. See
these KB articles to understand PULSE.

6.6.2  Dell Support Assist
For an enhanced Support Experience, Dell EMC recommends installing and configuring Dell SupportAssist.
Dell SupportAssist is a software application that transparently collects information about your system and
automatically creates support cases when issues are detected. Dell SupportAssist helps Dell to provide you
an enhanced, personalized, and efficient support experience. Dell uses the data to solve common problem,
designs and markets the products. For more information about installing and configuring Dell SupportAssist,
see: http://www.dell.com/enus/work/learn/supportassist-servers-storage-networking
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7 Managing your cluster using Prism

Important: Congratulations on creating your cluster. Dell EMC recommends that you log in to Prism and use
1-click update to install the latest recommended AOS version. Updating prior to putting your newly created
cluster in production is strongly recommended. To see how to use Prism to update your AOS, see the
Acropolis Administrators Guide.

Nutanix Prism is the one-click infrastructure management interface for XC clusters. Prism provides a simple
and elegant way to manage your virtual environment.

1. Login with the default credentials:
e Login: admin
e Password: admin

&« @ fconsole fogin bad

admin

NUTANI>

Figure 19  Nutanix Prism log in

You will immediately be prompted to change this password. The new password must be 8 to 255 characters
and may request minimum password requirements.
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ord requirements:

should be at least 8 characters long.

Should have at least 1 lowercase character|s)

Should hawve at least 1 upperc

Should have at least 1 digit(s).

haracter|s)

Should have at least 1 special character|

should differ by at least 4 characters from prewviou:

hould not be from last 10 pa

Figure 20 Password credentials

Follow your password security procedures to save your password. You cannot log in without the proper

password.

Joining cluster and hosts to the domain
After you log in to Prism, you must join cluster and hosts to the domain and configure the failover cluster.

1. Open Nutanix Prism.
&« c Jeonsoles

Hyper¥Domain Home v

Hypervisor Summary

100 10PS

Cluster-wide Controller IOPS

Microsatt
Hyper.v Winclows Server
HIFERVIZOR 2012 B2 Ganciar
WERSIGN 00 700 00
Storage Summary Cluster-wide Controller [0 B/W
100 MEps
Used  OGE
Cops.. 4861 TiE
FREE IPHYSICALI
&00 700 8:00
VM Summary Cluster-wide Controller Latency
an 4 e
off o
4 Suspen.. o
Faused o
WS *
® Unknow o &00 woo
Hardware Summary Cluster CPU U
4 4 s 13: 3361«
HOsTs ELOCKS P OF 7576 GHz OF 25663 GIE
WODEL

2. In Prism, click the Gear icon.

Complete Cluster Setup {1 of

X v  Admin &

1. Jein Cluster and Hosts tothe Domain «

2. Configure Failover Cluster

Cluster Details
Creale Container
Expand Clusiar
Upgrade Software

Authentication
Role Mapping
&SL Certificate

Usar Managameant

Alert Email C onfiguration

Alart Policies

HTTP Proxy

Name Sarvers

Rebuild capacity available

Network Switch

NTP Servers
SMTP Server

Cluster Lockdown

Filesystem Whitelisis

[ELLIELERLIES

Licensing

Prism Cantral Registration

Pulse

Redundancy State

Remote Support H;’: Time Difference
SNMP

Ul Settings

Welcome Banner
Events

9

EVENT
Lestevent 2
minutes ago
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HyperVDomain

Hypervisor Summary

Microaoft
Hyper-v Winclows. Server
HHPERVISOR 2012 R2 Standard
VERSION
Storage Summary
D Used  OGE

¢ Copa. 4861TIE
FREE |PHYSICAL] 7

VM Summary
@ Cn 4

o off o

4 ® Suspen o

WMIS ® Paused o

® Unknow. o

Hardware Summary

4 XC430
noss socks  KPHESS

Jeonsolef# A4

Cluster-wide Controller I0PS Comple

100 10FS

Cluster-wide Controller [0 B/ 0] 8120 rebected

100 MEps f aco
.14 rebooted
F ago

90 7.00 2:00

Cluster-wide Controller Latency

ims

Cluster CPU U Evems

20
275% 32.61% No Alens coenr

OF 576 GHe OF 25563 GB Last event 13

MODEL @ PRebuild capacity available YES minutes a3
3. Select Join Cluster and Hosts to the Domain.
€« C | A Not secure | bagss//10.211.31.251:9440 /console -3 [+]

NEME SE
10109

CLUSTER MaME

HyperyDomain

LUSTER VIRTUSL 1P 4006

10.21131.251

3. Inthe Join Cluster and Hosts to the Domain dialog box, do the following:
a. Inthe Full Domain Name box, type the full domain name.
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In the Name server IP Address box, type the name server IP address.

In the Cluster Name box, verify the cluster name.

In the Cluster Virtual IP Address box, verify the cluster virtual IP address.
In the Prefix box, type in the prefix.

In the Logon Name (Domain\Username) box, type your username.

In the Password box, type your password.

Click Join.

STe@ " 0 oo0CT

Note: After you click Join, the appliances are rebooted. The GUI will display error messages and they can
be disregarded. The appliances are being rebooted so they can join the designated domain. This process
takes some time. This process logs you out of Prism and you will need to log back in.

After the step is completed, the check mark displays next to the selection as shown above.

4. Click the Gear icon.
5. Select Configure Failover Cluster.

This step allows you to setup a Hyper-\ failover cluster,
FALOVER CLUSTER NAME
Hype/DomalnF O

FAILDVER CLUSTER P ADDRESS
10
CREDENTIALS (i
Credentials will not be stored
LOGON MAME IDOMAINIISERNAME]

local

PASWORD

Cancel

6. Inthe Configure Failover Cluster dialog box, do the following:
a. Inthe Failover Cluster Name box, type a nhame.
b. Inthe Failover Cluster IP Address box, type the IP address.
c. Inthe Logon Name Domain\Username box, type the username.
d. Inthe Password box, type the password.
7. Click Create Cluster.
This process takes a few minutes and when it completes you will see that message flash for a few moments
on the screen.
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7.2 Running virtual machines on the Nutanix Distributed File System
storage container only

A default storage pool container is already created for you and by default presents the storage to all the hosts
on the same subnet. You also have the option to create your own containers. See Nutanix Administrators
guide for details. To view your default storage pool and host presentation, do the following:

1. In Nutanix Prism, click Home.
2. Inthe drop-down menu, select Storage.

42N Tie

0 GiB (0%) anTe

oGie

3. Onthe Diagram tab, under Summary, you can view your storage pools and created container.

Warning: Run virtual machines on the Nutanix Distributed Files Systems only.

Important: When adding or redeploying a Hyper-V node to the cluster, ensure that the virtual hard disks and
virtual machines locations are configured in Hyper-V Manager so that they are directed to the Nutanix
Cluster Container location. VMs run on the SATADOM(C:\) are not highly available and potentially fill up the
local boot drive, which results in crashing the host hypervisor. This adds additional wear on the
SATADOM(C:)).

7.2.1  Cluster administration
Prism is the user interface used to monitor the health of a cluster, VMs, performance, alerts, and events.
Prism provides a range of status-check features.
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At this point, you have completed your installation. For more information about configuring or monitoring with
the Nutanix web console, view the Web Console Guide and Administration Guide documents on the Nutanix
documentation portal. For a complete list of Nutanix documentation and a URL to their customer portal, see
the Dell EMC XC430 Xpress Support Matrix found at Dell.com/xcseriesmanuals.

You can find recommended documents in the Documentation section in the Support Matrix.

7.3 Update path

Note: If you want to integrate with an existing Microsoft System Center Virtual Machine Manager (SCVMM),
see Appendix A.5.

For the latest Dell EMC recommended software and firmware versions see the Dell EMC XC430 Xpress
Series Support Matrix found at Dell.com/xcseriesmanuals.

7.4 Prism monitoring software

To monitor the health of a cluster, VMs, performance, alerts, and events; the Nutanix web console provides a
range of status-check features.

1. For more information about monitoring with the Nutanix web console, view the Web Console Guide
document on the Nutanix documentation portal. For more information, see Documentation Matrix
section in the Support Matrix.

2. In the Nutanix Web Console Guide document, see the following sections:

e Health Monitoring

¢ Virtual Machine Monitoring
e Performance Monitoring
e Alert and Event Monitoring
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Getting Help

Contacting Dell

Dell provides several online and telephone-based support and service options. If you do not have an active
internet connection, you can find contact information on your purchase invoice, packing slip, bill, or Dell
product catalog. Availability varies by country and product, and some services may not be available in your
area. To contact Dell for sales, technical assistance, or customer-service issues:

1. Goto Dell.com/support.
2. Select your country from the drop-down menu on the bottom right corner of the page.
3. For customized support:
a. Enter your system Service Tag in the Enter your Service Tag field.
b. Click Submit.
The support page that lists the various support categories is displayed.

For general support:

1. Select your product category.
2. Select your product segment.
3. Select your product.
The support page that lists the various support categories is displayed.

Locating Service Tag

Your system is identified by a unique Express Service Code and Service Tag number. This information is
used by Dell to route support calls to the appropriate service provider.

Figure 21 Locating service tag

Documentation

Documentation is found at Dell.com/xcseriesmanuals. The support matrix for this product contains the
required software and firmware versions for successful deployment. You can find a complete list of
documentation for this product in the Dell EMC XC430 Xpress Series Support Matrix.
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Quick Resource Locator

Use the Quick Resource Locator (QRL) to get immediate access to system information and how-to videos.
This can be done by visiting Dell.com/QRL or by using your smartphone or tablet and a model-specific Quick
Resource (QR) code located in your documentation. To try out the QR code, scan the following image.

Quick Resource Locator

Figure 22  Quick Resource Locator
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Installation prerequisites

Hyper-V installation requirements

The Dell EMC Xpress solution requires the following steps. Detail of each step are in the following sections.

e Windows Active Directory

e Domain Name Server (DNS)

e System Center Virtual Machine Manager (SCVMM) (Optional)
e Domain Accounts

NOTE: You can find an exhaustive set of Hyper-V installation requirements in the Hyper-V Administration for
Acropolis.

Windows Active Directory Domain Controller requirements

The following are the requirements for your Active Directory Domain Controller:

e Primary Active Directory Domain Controller version 2008R2 or higher.

e |IP address of the primary Domain Controller.

e Fully qualified domain (FQDN) name to which the XC hosts and the storage cluster will be joined.

e Active Directory Web Services (ADWS) must be installed and running. By default, connections are
made over TCP port 9389, and firewall policies must enable an exception on this port for ADWS.

e Active Directory PowerShell module installed on the Domain Controller(s) in the same environment to
which the XC appliances will be joined.

e Domain Name Server (DNS).

e Ensure that the Active Directory domain is configured correctly for consistent time synchronization.

e An Active Directory account with permission to create new Active Directory computer objects for
either a storage container or Organizational Unit (OU) where XC Xpress appliances reside.

e An account that has sufficient privileges to join a Windows host to a domain. The credentials of this
account are not stored anywhere. These credentials are only used to join the hosts to the domain.

e Active Directory PowerShell Module installed on the Domain Controller(s) for the environment to
which the XC appliances will be added. Use the following commands, if required:

Import-module server manager
Add-WindowsFeature -Name "RSAT-AD-PowerShell" -IncludeAllSubFeature
Import-module activedirectory
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A.3 About Network Time Protocol (NTP)

Accurate time on the hypervisor and the Controller VM (CVM) on all XC clusters, regardless of the hypervisor
type (ESXi, KVM, or Hyper-V) being run. Syncing to three or five external Stratum One time sources, the
same as used by your Active Directory (AD) servers.

e Hyper-V clusters must have accurate time relative to the AD domain to which they are joined. A
Nutanix cluster cannot function in or join a Windows domain if the time discrepancy is greater than 5
minutes.

e Accurate timestamps are also important for troubleshooting interactions with third-party software
products, which may require synchronized time between the hypervisor and the Controller VM to
determine which files to back up.

e Accurate time synchronization between Nutanix clusters paired in Disaster Recovery (DR)
configurations is important so that snapshots do not expire too quickly or too late.

e Graphs in the Prism interface rely on the CVM time. Incorrect time skews graphs, especially in
relation to other monitoring platforms, which rely on other clock sources.

A.3.1  Configuring NTP servers

To add (or delete) an NTP server entry, do the following:

1. In Prism, on the main page, click the Gear icon.
2. Onthe Gear menu (see Main Menu Options), select NTP Servers.

Configure one or more NTP servers that you would like to use

Servers that have been configured are displayed below

(4]
0
0
e}
X

=3

3. Onthe NTP Servers dialog box, do one of the following.
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a. Toadd an NTP server, in the NTP Server box, type the server IP address or fully qualified host
name and then click Add. The name or address is added to the HOST NAME OR IP ADDRESS
list (below the NTP Server field).

b. To delete an NTP server entry, in the Servers list, click the delete (x) icon for that server.

c. Inthe dialog box that appears to verify the action; click OK. The server is removed from the list.

4. Click Close.

Domain Name Server (DNS) requirements

The following are the requirements for DNS:

Each XC host must be assigned a name of 15 characters or less, which gets automatically added to
the DNS server during domain joining.

The XC storage cluster must be assigned a name of 15 characters or less, which must be added to
the DNS server when the storage cluster is joined to the domain.

The Hyper-V failover cluster must be assigned a name of 15 characters or less, which gets
automatically added to the DNS server when the failover cluster is created.

After the Hyper-V configuration, all names must resolve to an IP address in the XC hosts, the
SCVMM server (if applicable), or any other host that needs access to the XC storage, for example, a
host running the Hyper-V Manager.

System Center Virtual Machine Manager (SCVMM) (Optional)

The main reference guide for SCVMM is found on the Nutanix portal and requires a log in. This document is
Hyper-V Administration for Acropolis Guide > System Center Virtual Machine Manager Configuration in the
“Adding Hosts and Storage to SCVMM” section.

Prerequisites for optional SCVMM configuration

Windows 2012 R2 with Hyper-V based Nutanix cluster is created, up, and running.

Host appliances and storage are already added to Active Directory using the “Joining the Cluster and
Hosts to a Domain” workflow. Log in is required.

Host appliances and storage are already added to a Windows Failover Cluster using the “Creating a
Failover Cluster for Hyper-V” workflow found in the Nutanix Portal, log in is required.

Although not a requirement, System Center Virtual Machine Manager (SCVMM), Dell EMC recommends
SCVMM for configuring and managing your virtual machines.

If you are integrating into an existing SCVMM implementation, see the Nutanix Hyper-V Administration for
Acropolis Guide (login required). SCVMM is licensed by Microsoft and is optional to the Nutanix Xpress
configuration.
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A.6 Domain accounts

Use the following outline to understand the prerequisites for the domain accounts.

Note: You may fulfill the domain accounts here with a single domain account, which meets the privileges of
all designated permissions.

e A domain account with minimum permissions for joining the XC hosts to the domain; credentials are
not stored.

e This account must have local administrator rights on the XC hosts.

e A domain account, which is used to join the XC storage cluster to the domain and create the Hyper-V
failover cluster.

e This account needs to have the permission to create new computer objects in Active Directory (AD).
The credentials entered are not stored anywhere.

A.7 Networking recommendations

For network switch configuration information, see your documentation from your switch vendor. See the Dell
Fabric Manager for XC Xpress User’s Guide. This describes what you must configure for your network to be
functional for Dell EMC XC Xpress.

Important: If you have connectivity issues discovering appliances in the Foundation applet verify the
following ports are open. For the Foundation applet to work properly, you must open the following ports for
both IPv4 and IPv6 on the local system from which the Foundation applet is launched:

UDP on port 13000 (Nutanix discovery protocol)
TCP on ports 8000 (Foundation GUI)

TCP on 9442 (proxy)

TCP on 9443 (applet control)

Verify HTTP proxy is configured in Nutanix Prism. For more information on managing your HTTP proxy see
section Setting up the HTTP proxy in Prism.

A.7.1  Management network

The Dell EMC Xpress solution requires a compatible switch for the management network.

Note: The best practice setup is to connect the management port (iDRAC) across all three appliances to the
same switch on the management network.
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Note: The management (iDRAC) network may be a separate network from the Host network (Controller and
Hypervisor).

A.7.2 Production network

Dell EMC recommends a redundant Top of Rack (TOR) switches for the production network. The selection
depends on the Network Daughter Cards (NDCs) selected for the Dell EMC XC430 Xpress. For a list of
recommended requirements for NDC and NIC cabling, see the Dell EMC XC430 Xpress Support Matrix.

The following switch settings are required:

e Enable ipv6 link-local unicast and multicast.

o Disable Spanning Tree Protocol, refer to the corresponding TOR switch documentation. If Cisco TOR,
enable portfast.

e Dell EMC recommends that all the switch ports enable default VLAN access for deployment. If default
VLAN access is not permitted, refer to the Nutanix Field Installation Guide for assigning a VLAN tag
during deployment.

Note: Configure all servers in a single domain

A.8 Important information about SATADOM

The SATA Disk-On-Motherboard (SATADOM) shipped with XC Xpress Series appliances is intended as an
appliance boot device.

Note: Write intensive activities and processes leveraged by XC Xpress appliances, are designed to take
place on the SSDs and HDDs and not the boot device. The hypervisor boot device is not designed for
application use.

Warning: Adding additional write intensive software to the SATADOM boot disk results in heavy wear on the
device beyond design specifications resulting in premature hardware failure.

A.8.1 Examples of write intensive applications
Following are the examples of write intensive applications:

e System Center agents

- System Center Configuration Manager (CCMExec .exe)—

- System Center Operations Manager (MonitoringHost.exe)
o Write-intensive agents
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e Databases
o Disk management utilities (third-party disk defragmentation or partitioning tools)

A.9 Setting up the HTTP proxy in Prism

The HTTP proxy is required for PULSE and it is also required for external connections.

1. Loginto Prism.

2. Click the Gear icon.

3. Select HTTP Proxy.

4. Select New Proxy. Fill out the required information.

Note: username and password are only require if the proxy server requires it.

MAME

prowy exmaple.com

ADDRESS

KRR KK

FORT
80
USERHAME

FASSWDRD

FROTOCOLS

HTTP
HTTPS
Cancel
5. Click Save.

A.10 Setting up the name Server (DNS) in Prism

1. Loginto Prism.

2. Click the Gear icon.

3. Select Name Servers.

4. Specify the Server Host name or IP Address (DNS IP) address and then click Add.
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Canfigure one or maore name servers by entering their IP
address. Servers that have been configured are displayed
below.

SERVER
KKK + Add

Mame servers hawve not been configured.

5. Click Close.

A.11 Bare metal recovery

To maintain a fast and efficient bare metal recovery option, Dell EMC recommends leveraging the Rapid
Appliance System Recovery (RASR) tool. After deployment, use the following steps to create a RASR USB
disk and safely store it as part of your disaster recovery planning.

Warning: Creating a RASR USB disk destroys all data on the USB disk.

Warning: Executing a Factory Restore on your appliance with the RASR USB backup disk destroys all data
saved on that appliance.
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To create a RASR USB disk:

1. Insert a USB disk device that is 16 GB or greater into one of the appliance’s available USB slots.
2. From the Windows 2012 R2 desktop, double-click the Make RASR USB disk icon. This launches a
utility that creates the RASR USB disk.

Important: The USB disk contains factory installed configuration information specific for this appliance and
must not be used in another appliance. As a best practice, clearly label the newly created USB disk with the
appliance’s Service Tag.

Note: This process may take 20 minutes or more depending on the speed of the USB device.
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B Application aware VSS backups
When performing application-aware VSS Backups (Volume Shadow Copy Service) for virtual machines on a
Hyper-V host, the backups might fail on a Nutanix share if more than 1000 files exist in the container. The

Nutanix NFS master may experience a timeout triggered by the creation of a list of "disk shadow" files after
the snapshot is taken.

B.1 Solution

Create a new container on the Nutanix cluster and storage-migrate the VMs to this new container.

Note: Nutanix recommends storing less than 50 VMs per container if backups are using Microsoft VSS on
Hyper-V for application consistency.

For more information, refer to Nutanix KB #000002506 (Nutanix Portal log in required).
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C Introduction to troubleshooting

Use this troubleshooting section to resolve any issues you may encounter during deployment. Use these
steps before you call Dell EMC Customer Support.

C.1 Foundation Applet issues

C.1.1  Unable to launch the Nutanix Foundation Applet from management
workstation.

Application Error -

Unable to launch the application. o

Mame: Mutanix Foundation Applet

Publisher: Mutanix, Inc.

Location:  Ffile:)

0k | Details

Figure 23  Error in launching the Nutanix Foundation Applet.

1. Ensure Nutanix recommended JRE is installed on management workstation. See Downloading Java
Runtime Environment.

2. Make sure to extract all content from FoundationApplet-offline.zip.

3. Re-launch the Nutanix Foundation applet to ensure it is now functioning.
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C.2 Desired appliances are not discovered in Foundation Launcher.

| ] Foundation Launcher M

hodel | Serial Mumber | Position | Foundation | Status |
Xio430-8 GLEFC42 A a.22 Free

Xio430-8 GLEDC42 A a4 Unavailable
Xio430-8 GLEJC42 A a.22 Free

Xio430-8 GLELCYZ2 A a4 Unavailable
Xio430-8 GLYkC42 A a4 Unavailable
Xio430-8 GLFMC42 A a4 Unavailable
Xio430-8 JEYHC42 A a.22 Free

Xi430-8 JEYJC42 A a.2.2 Free

[ Retry discoveny J Launch Foundation Exit |

Figure 24  Appliances are not discovered using Foundation Launcher.

C.2.1 Ensure management workstation is connected on the same production
network.

1. Ensure all network cables are connected. For more information, see Installing hardware.

2. If using the 10 Gbe switch, ensure the correct Small Form factor Pluggable (SFP) is connected. For
supported cabling, see Dell EMC XC430 Xpress Series Support Matrix.

3. Ping default gateway or any other system from management workstation. For information about
making ping work see the section, “Resolving ping issues.”

4. Make sure the TCUP and UDP ports are open.

IMPORTANT: If you have connectivity issues discovering appliances in the Foundation applet verify the
following ports are opens. For the Foundation applet to work properly, you must open the following ports for
both IPv4 and IPv6 on the local system from which the applet is launched:

UDP on port 13000 (Nutanix discovery protocol)

TCP on ports 8000 (Foundation GUI)

TCP on 9442 (proxy)

TCP on 9443 (applet control)

5. Ensure all appliances are turned on and that both power supplies are plugged in properly and there is
no Yellow flashing light on any of the power supplies.

6. Ensure First Time boot has completed successfully on each appliance.
a. GotocC:\Program Files\Nutanix\Logs and open first_boot.log file.
b. Verify the last line “Marking first boot script run as a success” is there.
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7. After the First time Boot Script (FTBU) completes successfully wait five minutes before you launch the
Nutanix Foundation Applet. You can find the Nutanix First Time Boot Script procedure in section 4.1.

Note: The wait allows the CVM to complete boot up sequence on the appliance.

8. Run Fabric Manager on management workstation to identify any other potential network issues
affecting discovery process.

9. If you have followed all the steps above and still cannot see your appliances, then call Dell EMC
Customer Support.

C.3 Cluster creation does not complete successfully

If your clusters did not build successfully, you will see a screen like in Figure 25.

5. Create Cluster

Showing Cluster creation progress

Overall Progress (80%) There ware arrors In the Installation Log
Imaging Done. Retry Imaging falled nodes with last conflg

Cluster Creation Status

STATUS CLUSTER NAME PROGRESS LOG

test Starting (0%)

Node Status

STATUS HYPERVISOR IP PROGRESS LOG

10. maging completed (100%)

10. maging completed (100%)

10.

10,

Figure 25 Cluster creation failed.

If your cluster creation does not complete successfully:

1. Retry imaging failed appliances with last configuration.
2. If the imaging retry fails, collect the log files and contact Dell Customer Support.
a. Inthe Cluster Creation Status table, under Log, click the link to the specific log file.
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11:17:05 INFO [0/3600s] Waiting for target cluster MESXAK to be created

20170228 11:17:06 DEBUG Failed to reach Genesis on the node 10.211.31.116

20170228 11:17:14 DEBUG Failed to reach a node where Genesis is up. Retrying...

20170228 11:17:15 DEBUG Failed to reach Genesis on the node 10.211.31.116

20170228 11:17:15 DEBUG Failed to reach a node where Genesis is up. Retrying...

20170228 11:17:16 DEBUG Failed to reach Genesis on the node 10.211.31.116

20170228 11:14:28 DEBUG Setting state of <ImagingStepHandoff(<NodeConfig(10.211.31.122) @7110>) @7f50> from PENDING to RUNNING
20170228 11:14:28 INFO Running <ImagingStepHandoff(<NodeConfig(10.211.31.122) @7110>) @7f50>

20170228 11:14:28 INFO foundation.imaging_step_handoff skipped

20170228 11:14:28 DEBUG Setting state of <ImagingStepHandoff(<NodeConfig(10.211.31.122) @7110>) @7f50> from RUNNING to FAILED

Figure 26 Example of a log showing when a cluster does not create successfully.

C4 Unable to connect external networks/sites including websites, or
PULSE

1. Verify HTTP proxy is configured in Prism. Prism is a Nutanix based software where you centrally
manage your infrastructure. For more information on managing your HTTP proxy see section “Setting
up the HTTP proxy in Prism” in the Dell EMC XC430 Xpress Hyper-Converged Deployment Guide.

2. Verify DNS (Name Server) is configured in Prism. For more information, see section, “Setting up the
name Server (DNS) in Prism,” in the Dell EMC XC430 Xpress Hyper-Converged Deployment Guide.

C.5 Resolving ping issues

Read this Microsoft message about why ping is turned off and then follow the steps below to fix ping.

https://technet.microsoft.com/en-us/library/cc749323(v=ws.10).aspx

To enable ICMP Echo Request for ICMPv4 and ICMPVv6

1. Inthe Windows Firewall with Advanced Security snap-in, in the left pane, click Inbound Rules,

and then in the Action pane, click New Rule.

Click Custom and then click Next.

Click All programs and click Next.

For Protocol type, select ICMPv4,

Click Customize for Internet Control Message Protocol (ICMP) settings.

Click Echo Request, click OK, and then click Next.

Under Which local IP address does this rule match? and for Which remote IP address does this

rule match click either Any IP address or These IP Addresses. If you click These IP addresses,

specify the IP addresses and click Add, then click Next.

Click Allow the connection, and then click Next.

9. Under When does this rule apply? click the active profile, any or all profiles (Domain, Private,
Public) to which you want this rule to apply, and then click Next.

10. For Name type a name for this rule and for Description an optional description. Click Finish.

No oM

©
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11. Repeat steps for ICMPV6, selecting ICMPv6 for Protocol Type instead of ICMPv4.

C.6 Why can’t | discover my appliances

Reasons you cannot discover appliances include:

e |Pv6 not enabled on management station

o Firewall on management workstation blocking ports

e Switch is filtering the ports

e Management station on a different VLAN or subnet than appliances
Make sure you open the ports. Verify HTTP proxy is configured in Nutanix Prism. For more information on
managing your HTTP proxy see section “Setting up the HTTP proxy in Prism.”
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Deployment checklist

Use this worksheet to collect your deployment data prior to installation.

For more information about Xpress documentation, including Acropolis guides, see the Xpress Support
Matrix at www.dell.com/xcseriesmanuals and select your Xpress appliance.

Default / set up cluster credentials

The default cluster credentials for the system differ from those stated at the beginning of all Nutanix
documentation. See Table 2 for default cluster credentials, which are specific to the system.

Table 2 Default / set up cluster credentials

Interface Target Username Password
Web management iDRAC root calvin
console

Hyper-V appliance Appliance administrator nutanix/4u
ESXi/AHV Appliance root nutanix/4u
SSH client Nutanix Controller VM nutanix nutanix/4u
Nutanix Web Console PRISM Interface (after admin admin

cluster configuration

Follow your password security procedures to save your password. You cannot log in without the proper password. See the Nutanix Web
Console Guide on the Nutanix web site.

Note: If your iDRAC management and production network have the same subnet mask and default gateway,
they will share the same IP subnet mask and default gateway.

Table 3

Deployment worksheet

IP Addresses (Per appliance)

Appliance 1

Appliance 2

Appliance 3

Appliance 4
(if applicable*)

Service Tag

CVM IP

Hypervisor IP

iDRAC IP

*If applicable means if you have a four appliance configuration. Minimum requirement is for three appliances.
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Network IP addresses (Per Cluster)

WARNING: Network Communication between the Controller VM (CVM) and the host appliance leverages
the 192.168.5.x IP subnet on a private virtual network. You cannot use the 192.168.5.0.x IP subnet for

your production or iDRAC management networks.

iDRAC management

Production network

Subnet mask

Default gateway

Cluster name

Cluster IP
(primary external 1P,
PRISM IP)

NTP IP

DNS IP (Admin
credentials required)

Failover cluster name
(Hyper-V only)

Failover cluster IP
(Hyper-V only)

Active Directory
domain name
(Hyper-V only)

Active Directory
Domain Controller IP
(Hyper-V only)

vCenter IP address
(ESXi only)

Proxy settings
(if needed)
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Downloads

Nutanix Foundation
Applet downloaded

Download the Java

Runtime Environment
(JRE) 8 (1.8.0) or later

Download Google
Chrome (Optional)

[]

Download Fabric

Manager for XC Xpress

[]

Credentials Use your corporate security policies to manage passwords. This is a list to show you what you need during the

deployment process.

Username

Password

Default Nutanix
Foundation login
credentials

Default Hyper-V
login credentials
(Hyper-V only)

Default ESX:i login
credentials
(ESXi only)

Active Directory
administrative
credentials
(Hyper-V only)

vCenter admin
credentials
(ESXi only)

Default AHV login
credentials
(AHV only)
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Nutanix management account users

User name

User name

User name

User name

Registration and configuration options

Nutanix Portal |:|
Registration

Configured iDRAC
(all appliances)

Configured DNS

Configured NTP

Update Acropolis

(1-click update) Note: Dell EMC recommends updating the AOS version prior to

putting your newly created cluster in production. To see how to use
Prism to update your AOS, see the Nutanix Acropolis
Administrator’s Guide.

O gjo O

Configured Active []
Directory (Hyper-V)

KB articles to read before you attempt to deploy this solution

000004093 What is in a Pulse submission to Nutanix?
000002595 Nutanix Support Services: Pulse, Pulse HD, and Alerts
000003005 NCC Health Check DNS Server check
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