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About this Guide

This guide describes the protocols and features the Dell EMC Networking Operating System (OS) supports and provides
configuration instructions and examples for implementing them. For complete information about all the CLI commands, see the
Dell EMC Command Line Reference Guide for your system.

The S4820T platform is available with Dell EMC Networking OS version 8.3.19.0 and beyond. The S4820T platform is available
with Dell EMC Networking OS version 8.3.19.0 and beyond. S4820T stacking is supported with Dell EMC Networking OS version
8.3.19.0 and beyond.

Though this guide contains information about protocols, it is not intended to be a complete reference. This guide is a

reference for configuring protocols on Dell EMC Networking systems. For complete information about protocols, see the

related documentation, including Internet Engineering Task Force (IETF) requests for comments (RFCs). The instructions in this
guide cite relevant RFCs. The Standards Compliance chapter contains a complete list of the supported RFCs and management
information base files (MIBs).

Topics:

¢ Audience
. Conventions
. Related Documents

Audience

This document is intended for system administrators who are responsible for configuring and maintaining networks and assumes
knowledge in Layer 2 (L2) and Layer 3 (L3) networking technologies.

Conventions

This guide uses the following conventions to describe command syntax.

Keyword Keywords are in Courier (a monospaced font) and must be entered in the CLI as listed.
parameter Parameters are in italics and require a number or word to be entered in the CLI.

{X} Keywords and parameters within braces must be entered in the CLI.

[X] Keywords and parameters within brackets are optional.

x|y Keywords and parameters separated by a bar require you to choose one option.

xlly Keywords and parameters separated by a double bar allows you to choose any or all of the options.

Related Documents

For more information about the Dell EMC Networking switches, see the following documents:
e Dell EMC Networking OS Command Line Reference Guide

e Dell EMC Networking OS Installation Guide

e Dell EMC Networking OS Quick Start Guide

e Dell EMC Networking OS Release Notes
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Configuration Fundamentals

The Dell EMC Networking Operating System (OS) command line interface (CLI) is a text-based interface you can use to
configure interfaces and protocols.

The CLlI is largely the same for each platform except for some commands and command outputs. The CLI is structured in modes
for security and management purposes. Different sets of commands are available in each mode, and you can limit user access to
modes using privilege levels.

In the Dell EMC Networking OS, after you enter a command, the command is added to the running configuration file. You can
view the current configuration for the whole system or for a particular CLI mode. To save the current configuration, copy the
running configuration to another location.

@ NOTE: Due to differences in hardware architecture and continued system development, features may occasionally differ
between the platforms. Differences are noted in each CLI description and related documentation.

Topics:

e Accessing the Command Line

*  CLI Modes

¢ The do Command

¢ Undoing Commands

¢ Obtaining Help

e Entering and Editing Commands

. Command History

¢ Filtering show Command Outputs

¢ Multiple Users in Configuration Mode

Accessing the Command Line

Access the CLI through a serial console port or a Telnet session.

When the system successfully boots, enter the command line in EXEC mode.

@ NOTE: You must have a password configured on a virtual terminal line before you can Telnet into the system. Therefore,
you must use a console connection when connecting to the system for the first time.

telnet 172.31.1.53

Trying 172.31.1.53...
Connected to 172.31.1.53.
Escape character is '~]'.
Login: username

Password:

DellEMC>

CLI Modes

Different sets of commands are available in each mode.

A command found in one mode cannot be executed from another mode (except for EXEC mode commands with a preceding do
command (refer to the do Command section).

You can set user access rights to commands and command modes using privilege levels.

For more information about privilege levels and security options, refer to the Privilege Levels Overview section in the Security
chapter.
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The Dell EMC Networking OS CLlI is divided into three major mode levels:

e EXEC mode is the default mode and has a privilege level of 1, which is the most restricted level. Only a limited selection of
commands is available, notably the show commands, which allow you to view system information.

e EXEC Privilege mode has commands to view configurations, clear counters, manage configuration files, run diagnostics, and
enable or disable debug operations. The privilege level is 15, which is unrestricted. You can configure a password for this
mode; refer to the Configure the Enable Password section in the Getting Started chapter.

e CONFIGURATION mode allows you to configure security features, time settings, set logging and SNMP functions, configure
static ARP and MAC addresses, and set line cards on the system.

Beneath CONFIGURATION mode are submodes that apply to interfaces, protocols, and features. The following example shows

the submode command structure. Two sub-CONFIGURATION modes are important when configuring the chassis for the first

time:

e INTERFACE submode is the mode in which you configure Layer 2 and Layer 3 protocols and IP services specific to an
interface. An interface can be physical (Management interface, 1 Gigabit Ethernet, 10 Gigabit Ethernet, 25 Gigabit Ethernet,
40 Gigabit Ethernet, 50 Gigabit Ethernet, or 100 Gigabit Ethernet) or logical (Loopback, Null, port channel, or virtual local
area network [VLAN]).

e LINE submode is the mode in which you to configure the console and virtual terminal lines.

@ NOTE: At any time, entering a question mark (?) displays the available command options. For example, when you are in
CONFIGURATION mode, entering the question mark first lists all available commands, including the possible submodes.

The CLI modes are:

EXEC
EXEC Privilege
CONFIGURATION
AS-PATH ACL
CONTROL-PLANE
CLASS-MAP
DCB POLICY
DHCP
DHCP POOL
ECMP-GROUP
EXTENDED COMMUNITY
FRRP
INTERFACE
GROUP
GIGABIT ETHERNET
10 GIGABIT ETHERNET
40 GIGABIT ETHERNET
INTERFACE RANGE
LOOPBACK
MANAGEMENT ETHERNET
NULL
PORT-CHANNEL
TUNNEL
VLAN
VRRP
IP
IPvV6
IP COMMUNITY-LIST
IP ACCESS-LIST
STANDARD ACCESS-LIST
EXTENDED ACCESS-LIST
MAC ACCESS-LIST
LINE
AUXILLIARY
CONSOLE
VIRTUAL TERMINAL
LLDP
LLDP MANAGEMENT INTERFACE
MONITOR SESSION
MULTIPLE SPANNING TREE
OPENFLOW INSTANCE
PVST
PORT-CHANNEL FAILOVER-GROUP
PREFIX-LIST
PRIORITY-GROUP
PROTOCOL GVRP
QO0S POLICY
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RSTP
ROUTE-MAP
ROUTER BGP

BGP ADDRESS-FAMILY

ROUTER ISIS

ISIS ADDRESS-FAMILY

ROUTER OSPF
ROUTER OSPFV3
ROUTER RIP
SPANNING TREE
SUPPORTASSIST
TRACE-LIST
VLT DOMAIN
VRRP

UPLINK STATE GROUP

uBoot

Navigating CLI Modes

The Dell EMC Networking OS prompt changes to indicate the CLI mode.

The following table lists the CLI mode, its prompt, and information about how to access and exit the CLI mode. Move linearly
through the command modes, except for the end command which takes you directly to EXEC Privilege mode and the exit
command which moves you up one command mode level.
@ NOTE: Sub-CONFIGURATION modes all have the letters conf in the prompt with more modifiers to identify the mode and

slot/port information.

Table 1. Dell EMC Networking OS Command Modes

CLI Command Mode Prompt Access Command

EXEC DellEMC> Access the router through the console
or terminal line.

EXEC Privilege DellEMCH# e From EXEC mode, enter the enable

command.

e From any other mode, use the end
command.

CONFIGURATION

DellEMC (conf) #

e From EXEC privilege mode, enter the
configure command.

e From every mode except EXEC and
EXEC Privilege, enter the exit
command.

(D|NOTE: Access all of the following
modes from CONFIGURATION
mode.

AS-PATH ACL

DellEMC (config-as-path) #

ip as-path access-list

10 Gigabit Ethernet Interface

DellEMC (conf-if-te-0/0) #

interface (INTERFACE modes)

40 Gigabit Ethernet Interface

DellEMC (conf-if-fo-0/0) #

interface (INTERFACE modes)

Interface Group

DellEMC (conf-if-group) #

interface (INTERFACE modes)

Interface Range

DellEMC (conf-if-range) #

interface (INTERFACE modes)

Loopback Interface

DellEMC (conf-if-10-0) #

interface (INTERFACE modes)

Management Ethernet Interface

DellEMC (conf-if-ma-0/0) #

interface (INTERFACE modes)

Null Interface

DellEMC (conf-if-nu-0) #

interface (INTERFACE modes)

Port-channel Interface

DellEMC (conf-if-po-1) #

interface (INTERFACE modes)
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Table 1. Dell EMC Networking OS Command Modes (continued)

CLI Command Mode

Prompt

Access Command

Tunnel Interface

DellEMC (conf-if-tu-1)#

interface (INTERFACE modes)

VLAN Interface

DellEMC (conf-if-v1-1)#

interface (INTERFACE modes)

STANDARD ACCESS-LIST

DellEMC (config-std-nacl) #

ip access-list standard (IP
ACCESS-LIST Modes)

EXTENDED ACCESS-LIST

DellEMC (config-ext-nacl) #

ip access-list extended (IP
ACCESS-LIST Modes)

IP COMMUNITY-LIST

DellEMC (config-community-
list) #

ip community-list

AUXILIARY

DellEMC (config-line-aux) #

1ine (LINE Modes)

CONSOLE

DellEMC (config-line-console) #

1ine (LINE Modes)

VIRTUAL TERMINAL

DellEMC (config-line-vty) #

line (LINE Modes)

STANDARD ACCESS-LIST

DellEMC (config-std-macl) #

mac access-list standard (MAC
ACCESS-LIST Modes)

EXTENDED ACCESS-LIST

DellEMC (config-ext-macl) #

mac access-list extended (MAC
ACCESS-LIST Modes)

MULTIPLE SPANNING TREE

DellEMC (config-mstp) #

protocol spanning-tree mstp

Per-VLAN SPANNING TREE Plus

DellEMC (config-pvst) #

protocol spanning-tree pvst

PREFIX-LIST DellEMC (conf-nprefixl) # ip prefix-list

RAPID SPANNING TREE DellEMC (config-rstp) # protocol spanning-tree rstp
REDIRECT DellEMC (conf-redirect-list) # ip redirect-list

ROUTE-MAP DellEMC (config-route-map) # route-map

ROUTER BGP DellEMC (conf-router bgp) # router bgp

BGP ADDRESS-FAMILY

DellEMC (conf-router bgp af)#
(for IPv4)

DellEMC (conf-
routerZ bgpvé_af) # (for IPvE)

address-family {ipv4
multicast | ipv6 unicast}
(ROUTER BGP Mode)

ROUTER ISIS

DellEMC (conf-router isis)#

router isis

ISIS ADDRESS-FAMILY

DellEMC (conf-router isis-
af ipve)#

address-family ipv6 unicast
(ROUTER ISIS Mode)

ROUTER OSPF

DellEMC (conf-router ospf)#

router ospf

ROUTER OSPFV3

DellEMC (conf-
ipvérouter ospf)#

ipv6 router ospf

ROUTER RIP DellEMC (conf-router rip)# router rip

SPANNING TREE DellEMC (config-span) # protocol spanning-tree 0
TRACE-LIST DellEMC (conf-trace-acl) # ip trace-list

CLASS-MAP DellEMC (config-class-map) # class-map

CONTROL-PLANE

DellEMC (conf-control-cpuqgos) #

control-plane-cpugos

DHCP

DellEMC (config-dhcp) #

ip dhcp server

DHCP POOL

DellEMC (config-dhcp-pool-
name) #

pool (DHCP Mode)
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Table 1. Dell EMC Networking OS Command Modes (continued)

CLI Command Mode

Prompt

Access Command

or DellEMC (conf-if—interface-
11dp) #

ECMP DellEMC (conf-ecmp-group-ecmp- | ecmp-group
group-1id) #
EIS DellEMC (conf-mgmt-eis) # management egress-interface-
selection
FRRP DellEMC (conf-frrp-ring-id) # protocol frrp
LLDP DellEMC (conf-11dp) # protocol 11dp (CONFIGURATION or

INTERFACE Modes)

LLDP MANAGEMENT INTERFACE

DellEMC (conf-1ldp-mgmtIf) #

management-interface (LLDP
Mode)

LINE

DellEMC (config-line-console)
or DellEMC (config-line-vty)

line consoleorline vty

MONITOR SESSION

DellEMC (conf-mon-sess-—
sessionID) #

monitor session

OPENFLOW INSTANCE

DellEMC (conf-of-instance-of-
id) #

openflow of-instance

PORT-CHANNEL FAILOVER-GROUP

DellEMC (conf-po-failover-
grp) #

port-channel failover-group

PRIORITY GROUP

DellEMC (conf-pg) #

priority-group

PROTOCOL GVRP

DellEMC (config-gvrp) #

protocol gvrp

QOS POLICY

DellEMC (conf-gos-policy-out-
ets) #

gos-policy-output

SUPPORTASSIST

DellEMC (support-assist) #

support-assist

VLT DOMAIN DellEMC (conf-vlt-domain) # vlt domain

VRRP DellEMC (conf-if-interface- vrrp-group
type-slot/port-vrid-vrrp-
group-1id) #

u-Boot Dell=> Press any key when the following

line appears on the console during a
system boot: Hit any key to stop
autoboot:

UPLINK STATE GROUP

DellEMC (conf-uplink-state-
group-groupID) #

uplink-state-group

The following example shows how to change the command mode from CONFIGURATION mode to PROTOCOL SPANNING

TREE.

Example of Changing Command Modes

DellEMC (conf) #protocol spanning-tree 0

DellEMC (config-span) #
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The do Command

You can enter an EXEC mode command from any CONFIGURATION mode (CONFIGURATION, INTERFACE, SPANNING TREE,

and so on.) without having to return to EXEC mode by preceding the EXEC mode command with the do command.

The following example shows the output of the do command.

DellEMC (conf) #do show system brief

Stack MAC : 00:01:e8:00:66:64
Reload-Type 3 normal-reload [Next boot : normal-reload]

-- Stack Info --

Unit UnitType Status ReqTyp CurTyp Version Ports
0 Management online S4810 54810 9.4(0.0) 64
1 Member not present
2 Member not present
3 Member not present
4 Member not present
5 Member not present
6 Member not present
7 Member not present
8 Member not present
9 Member not present

10 Member not present
11 Member not present

-- Power Supplies --

Unit Bay Status Type FanStatus
0 0 absent absent
0 1 up UNKNOWN up

-- Fan Status --

Unit Bay TrayStatus FanO Speed Fanl Speed
0 0 up up 9120 up 9120
0 1 up up 9120 up 9120

Speed in RPM

DellEMC (conf) #

Undoing Commands

When you enter a command, the command line is added to the running configuration file (running-config).

To disable a command and remove it from the running-config, enter the no command, then the original command. For example,

to delete an IP address configured on an interface, use the no ip address ip-address command.
®| NOTE: Use the help or ? command as described in Obtaining Help.

Example of Viewing Disabled Commands

DellEMC (conf) #interface tengigabitethernet 2/17
DellEMC (conf-if-te-2/17) #ip address 192.168.10.1/24
DellEMC (conf-if-te-2/17) #show config
|
interface TenGigabitEthernet 2/17
ip address 192.168.10.1/24
no shutdown
DellEMC (conf-if-te-2/17) #no ip address
DellEMC (conf-if-te-2/17) #show config
|

interface TenGigabitEthernet 2/17
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no ip address
no shutdown

Layer 2 protocols are disabled by default. To enable Layer 2 protocols, use the no disable command. For example, in
PROTOCOL SPANNING TREE mode, enter no disable to enable Spanning Tree.

Obtaining Help

Obtain a list of keywords and a brief functional description of those keywords at any CLI mode using the 2 or help command:

To list the keywords available in the current mode, enter ? at the prompt or after a keyword.

Enter 2 after a command prompt to list all of the available keywords. The output of this command is the same as the help
command.

DellEMC#?

bmp BMP commands

cd Change current directory
clear Reset functions

clock Manage the system clock

Enter ? after a partial keyword lists all of the keywords that begin with the specified letters.

DellEMC (conf) #cl?
class-map

clock

DellEMC (conf) #cl

Enter [space]? after a keyword lists all of the keywords that can follow the specified keyword.

DellEMC (conf) #clock ?

summer-time Configure summer (daylight savings) time
timezone Configure time zone

DellEMC (conf) #clock

Entering and Editing Commands

Notes for entering commands.

The CLI is not case-sensitive.

You can enter partial CLI keywords.

o Enter the minimum number of letters to uniquely identify a command. For example, you cannot enter c1 as a partial
keyword because both the clock and class-map commands begin with the letters “cl.” You can enter clo, however,
as a partial keyword because only one command begins with those three letters.

The TAB key auto-completes keywords in commands. Enter the minimum number of letters to uniquely identify a command.

The UP and DOWN arrow keys display previously entered commands (refer to Command History).

The BACKSPACE and DELETE keys erase the previous letter.

Key combinations are available to move quickly across the command line. The following table describes these short-cut key
combinations.

Short-Cut Key Action
Combination

CNTL-A Moves the cursor to the beginning of the command line.

CNTL-B Moves the cursor back one character.

CNTL-D Deletes character at cursor.

CNTL-E Moves the cursor to the end of the line.

CNTL-F Moves the cursor forward one character.

CNTL-I Completes a keyword.

CNTL-K Deletes all characters from the cursor to the end of the command line.
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Short-Cut Key Action
Combination

CNTL-L Re-enters the previous command.

CNTL-N Return to more recent commands in the history buffer after recalling commands with CTRL-P or the UP
arrow key.

CNTL-P Recalls commands, beginning with the last command.

CNTL-R Re-enters the previous command.

CNTL-U Deletes the line.

CNTL-W Deletes the previous word.

CNTL-X Deletes the line.

CNTL-2 Ends continuous scrolling of command outputs.

Esc B Moves the cursor back one word.

Esc F Moves the cursor forward one word.

Esc D Deletes all characters from the cursor to the end of the word.

Command History

The Dell EMC Networking OS maintains a history of previously-entered commands for each mode. For example:
e When you are in EXEC mode, the UP and DOWN arrow keys display the previously-entered EXEC mode commands.

e \When you are in CONFIGURATION mode, the UP or DOWN arrows keys recall the previously-entered CONFIGURATION
mode commands.

Filtering show Command Outputs

Filter the output of a show command to display specific information by adding | [except | find | grep | no-more |
save] specified text after the command.

The variable specified text is the text for which you are filtering and it IS case sensitive unless you use the ignore-case

sub-option.

Starting with Dell EMC Networking OS version 7.8.1.0, the grep command accepts an ignore-case sub-option that forces

the search to case-insensitive. For example, the commands:

e show run | grep Ethernet returns a search result with instances containing a capitalized “Ethernet,” such as
interface TenGigabitEthernet

e show run | grep ethernet does not return that search result because it only searches for instances containing a
non-capitalized “ethernet.”

e show run | grep Ethernet ignore-case returns instances containing both “Ethernet” and “ethernet.”

The grep command displays only the lines containing specified text. The following example shows this command used in
combination with the show system brief command.

Example of the grep Keyword

DellEMC (conf) #do show system brief | grep 0
0 not present

@ NOTE: Dell EMC Networking OS accepts a space or no space before and after the pipe. To filter a phrase with spaces,
underscores, or ranges, enclose the phrase with double quotation marks.

The except keyword displays text that does not match the specified text. The following example shows this command used in
combination with the show system brief command.

Configuration Fundamentals 39



Example of the except Keyword

DellEMC#show system brief | except 1

Stack MAC : 4c:76:25:e5:49:40
Reload-Type : normal-reload [Next boot : normal-reload]

The £ind keyword displays the output of the show command beginning from the first occurrence of specified text. The
following example shows this command used in combination with the show system brief command.

Example of the £ind Keyword
The display command displays additional configuration information.

The no-more command displays the output all at once rather than one screen at a time. This is similar to the terminal
length command except that the no-more option affects the output of the specified command only.

The save command copies the output to a file for future reference.

@ NOTE: You can filter a single command output multiple times. The save option must be the last option entered. For
example: DellEMC# command | grep regular-expression | except regular-expression | grep

other-regular-expression | find regular-expression | save.

Multiple Users in Configuration Mode

Dell EMC Networking OS notifies all users when there are multiple users logged in to CONFIGURATION mode.

A warning message indicates the username, type of connection (console or VTY), and in the case of a VTY connection, the IP
address of the terminal on which the connection was established. For example:

e On the system that telnets into the switch, this message appears:

% Warning: The following users are currently configuring the system:
User "<username>" on line console0

e On the system that is connected over the console, this message appears:
% Warning: User "<username>" on line vty0O "10.11.130.2" is in configuration mode

If either of these messages appears, Dell EMC Networking recommends coordinating with the users listed in the message so
that you do not unintentionally overwrite each other’s configuration changes.
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Getting Started

This chapter describes how you start configuring your system.

When you power up the chassis, the system performs a power-on self test (POST) and system then loads the Dell EMC
Networking Operating System. Boot messages scroll up the terminal window during this process. No user interaction is required
if the boot process proceeds without interruption.

When the boot process completes, the system status LEDs remain online (green) and the console monitor displays the EXEC
mode prompt.

For details about using the command line interface (CLI), refer to the Accessing the Command Line section in the Configuration
Fundamentals chapter.

Topics:

e Console Access

¢ Accessing the CLI Interface and Running Scripts Using SSH
«  Default Configuration

¢« Configuring a Host Name

*  Accessing the System Remotely

*  Configuring the Enable Password

»  Configuration File Management

e Managing the File System

¢ Enabling Software Features on Devices Using a Command Option
¢ View Command History

e Upgrading Dell EMC Networking OS

* Using HTTP for File Transfers

. Verify Software Images Before Installation

Console Access

The device has two management ports available for system access: a serial RS-232 /RJ-45 console port and an out-of-band
(OOB) Ethernet port to manage the switch with an IP address.

Serial Console
The RJ-45/RS-232 console port is labeled on the upper right-hand side, as you face the I/0 side of the chassis.

RJ-45
Console Port

Figure 1. RJ-45 Console Port
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Accessing the Console Port

To access the console port, follow these steps:

For the console port pinout, refer to Accessing the RJ-45 Console Port with a DB-9 Adapter.

1. Install an RJ-45 copper cable into the console port. Use a rollover (crossover) cable to connect the console port to a
terminal server.

2. Connect the other end of the cable to the DTE terminal server.

3. Terminal settings on the console port cannot be changed in the software and are set as follows:
e 9600 baud rate

No parity

8 data bits

1 stop bit

No flow control

Pin Assignments

You can connect to the console using a RJ-45 to RJ-45 rollover cable and a RJ-45 to DB-9 female DTE adapter to a terminal
server (for example, a PC).

The pin assignments between the console and a DTE terminal server are as follows:

Table 2. Pin Assignments Between the Console and a DTE Terminal Server

Console Port RJ-45 to RJ-45 RJ-45 to RJ-45 RJ-45 to DB-9 Terminal Server
Rollover Cable Rollover Cable Adapter Device
Signal RJ-45 Pinout RJ-45 Pinout DB-9 Pin Signal
RTS 1 8 8 CTS
NC 2 7 6 DSR
TxD 3 6 2 RxD
GND 4 5 5 GND
GND 5 4 5 GND
RxD 6 3 3 TxD
NC 7 2 4 DTR
CTS 8 1 7 RTS

Accessing the CLI Interface and Running Scripts
Using SSH

In addition to the capability to access a device using a console connection or a Telnet session, you can also use SSH for
secure, protected communication with the device. You can open an SSH session and run commands or script files. This method
of connectivity is supported with S4810, S4048-0N, S3048-0N, S4820T, and Z9000 switches and provides a reliable, safe
communication mechanism.

Entering CLI commands Using an SSH Connection

You can run CLI commands by entering any one of the following syntax to connect to a switch using the preconfigured user
credentials using SSH:

ssh username@hostname <CLI Command>
or

echo <CLI Command> | ssh admin@hostname
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The SSH server transmits the terminal commands to the CLI shell and the results are displayed on the screen non-interactively.

Executing Local CLI Scripts Using an SSH Connection

You can execute CLI commands by entering a CLI script in one of the following ways:
ssh username@hostname <CLIscript.file>

or

cat < CLIscript.file > | ssh admin@hostname

The script is run and the actions contained in the script are performed.

Following are the points to remember, when you are trying to establish an SSH session to the device to run commands or script
files:

e There is an upper limit of 10 concurrent sessions in SSH. Therefore, you might expect a failure in executing SSH-related
scripts.

e To avoid denial of service (DoS) attacks, a rate-limit of 10 concurrent sessions per minute in SSH is devised. Therefore, you
might experience a failure in executing SSH-related scripts when multiple short SSH commands are executed.

e |f you issue an interactive command in the SSH session, the behavior may not really be interactive.

e |n some cases, when you use an SSH session, when certain show commands such as show tech-support produce large
volumes of output, sometimes few characters from the output display are truncated and not displayed. This may cause one
of the commands to fail for syntax error. In such cases, if you add few newline characters before the failed command, the
output displays completely.

Execution of commands on CLI over SSH does not notice the errors that have occurred while executing the command. As a
result, you cannot identify, whether a command has failed to be processed. The console output though is redirected back over
SSH.

Default Configuration

Although a version of Dell EMC Networking OS is pre-loaded onto the system, the system is not configured when you power up
the system first time (except for the default hostname, which is De11EMC). You must configure the system using the CLI.

Configuring a Host Name

The host name appears in the prompt. The default host name is Del11.

e Host names must start with a letter and end with a letter or digit.
e Characters within the string can be letters, digits, and hyphens.

To create a host name, use the hostname name command in Configuration mode.

Dell (conf) #hostname R1
Rl (conf) #

Accessing the System Remotely

You can configure the system to access it remotely by Telnet or secure shell (SSH).

e The platform has a dedicated management port and a management routing table that is separate from the IP routing table.

e You can manage all Dell EMC Networking products in-band via the front-end data ports through interfaces assigned an IP
address as well.
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Accessing the System Remotely

Configuring the system for remote access is a three-step process, as described in the following topics:
1. Configure an IP address for the management port. Configure the Management Port IP Address

2. Configure a management route with a default gateway. Configure a Management Route

3. Configure a username and password. Configure a Username and Password

Configure the Management Port IP Address

To access the system remotely, assign IP addresses to the management ports.
1. Enter INTERFACE mode for the Management port.

CONFIGURATION mode

interface ManagementEthernet slot/port
2. Assign an IP address to the interface.

INTERFACE mode

ip address ip-address/mask
e ip-address: an address in dotted-decimal format (A.B.C.D).
e mask: a subnet mask in /prefix-length format (/ xx).

3. Enable the interface.
INTERFACE mode

no shutdown

Configure a Management Route

Define a path from the system to the network from which you are accessing the system remotely. Management routes are
separate from IP routes and are only used to manage the system through the management port.

To configure a management route, use the following command.
e Configure a management route to the network from which you are accessing the system.

CONFIGURATION mode

management route ip-address/mask gateway

o ip-address: the network address in dotted-decimal format (A.B.C.D).

o mask: a subnet mask in /prefix-length format (/ xx).

o gateway: the next hop for network traffic originating from the management port.

Configuring a Username and Password

To access the system remotely, configure a system username and password.

To configure a system username and password, use the following command.
e Configure a username and password to access the system remotely.
CONFIGURATION mode

username name [access-class access-list-name] [nopassword | {password | secret | sha256-
password} [encryption-type] password [dynamic-salt]] [privilege level] [role role-name]

o name: Enter a text string upto 63 characters long.

0 access-class access-list-name: Enter the name of a configured IP ACL.
o nopassword: Allows you to configure an user without the password.
o password: Allows you to configure an user with a password.

o secret: Specify a secret string for an user.
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o sha256-password: Uses sha256-based encryption method for password.

o encryption-type: Enter the encryption type for securing an user password. There are four encryption types.

0 — input the password in clear text.

5 — input the password that is already encrypted using MD5 encryption method.
7 — input the password that is already encrypted using DES encryption method.

8 — input the password that is already encrypted using sha256—-based encryption method.

o password: Enter the password string for the user.

o dynamic-salt: Generates an additional random input to password encryption process whenever the password is
configured.
o privilege Ievel: Assign a privilege levels to the user. The range is from 0 to 15.

o role role-name: Assign a role name for the user.

Dell EMC Networking OS encrypts type 5 secret and type 7 password based on dynamic-salt option such that the
encrypted password is different when an user is configured with the same password.

@ NOTE:

dynamic-salt option is shown only with secret and password options.

In dynamic-salt configuration, the length of type 5 secret and type 7 password is 32 and 16 characters more compared
to the secret and password length without dynamic-salt configuration. An error message appears if the username
command reaches the maximum length, which is 256 characters.

The dynamic-salt support for the user configuration is added in REST API. For more information on REST support, see
Dell EMC Networking Open Automation guide.

Configuring the Enable Password

Access EXEC Privilege mode using the enable command. EXEC Privilege mode is unrestricted by default. Configure a
password as a basic security measure.

There are three types of enable passwords:
e cnable password is stored in the running/startup configuration using a DES encryption method.

e cnable secret is stored in the running/startup configuration using MD5 encryption method.
e cnable sha256-password is stored in the running/startup configuration using sha256-based encryption method
(PBKDF2).

Dell EMC Networking recommends using the enable sha256-password password.

To configure an enable password, use the following command.

e Create a password to access EXEC Privilege mode.
CONFIGURATION mode
enable [password | secret | sha256-password] [level level] [encryption-typel password
o lIevel:is the privilege level, is 15 by default, and is not required.

o encryption-type: specifies how you input the password, is O by default, and is not required.

0 is to input the password in clear text.
5 is to input a password that is already encrypted using MD5 encryption method. Obtain the encrypted password
from the configuration file of another device.

7 is to input a password that is already encrypted using DES encryption method. Obtain the encrypted password from

the configuration file of another device.
8 is to input a password that is already encrypted using sha256-based encryption method. Obtain the encrypted
password from the configuration file of another device.
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Configuration File Management

Files can be stored on and accessed from various storage media. Rename, delete, and copy files on the system from EXEC
Privilege mode.

Copy Files to and from the System

The command syntax for copying files is similar to UNIX. The copy command uses the format copy source-file-url
destination-file-url.

®

e To copy a local file to a remote system, combine the file-origin syntax for a local file location with the file-destination syntax
for a remote file location.

e To copy a remote file to Dell EMC Networking system, combine the file-origin syntax for a remote file location with the
file-destination syntax for a local file location.

NOTE: For a detailed description of the copy command, refer to the Dell EMC Networking OS Command Reference.

Table 3. Forming a copy Command

Location source-file-url Syntax destination-file-url Syntax

For a remote file location: copy ftp:// ftp://
username:password@{hosti username:password@{hosti

FTP server P &l p | P ef p |

hostname}/filepath/filename hostname}/ filepath/filename

For a remote file location: copy tftp://{hostip | tftp://({hostip | hostname}/
hostname}/filepath/ filename filepath/filename
TFTP server

For a remote file location: copy scp://{hostip | scp://{hostip | hostname}/

hostname}/filepath/ filename filepath/filename
SCP server }/filep / H tiep /E

Important Points to Remember

e You may not copy a file from one remote system to another.
e You may not copy a file from one location to the same location.
e When copying to a server, you can only use a hostname if a domain name server (DNS) server is configured.

Example of Copying a File to an FTP Server

DellEMCH#copy flash://Dell-EF-8.2.1.0.bin ftp://myusername:mypassword@10.10.10.10/

/Dell/Dell-EF-8.2.1.0
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrnd

27952672 bytes successfully copied
Example of Importing a File to the Local System

corel#$//copy ftp://myusername:mypassword@10.10.10.10//Dell/
Dell-EF-8.2.1.0.bin flash://

Destination file name [Dell-EF-8.2.1.0.bin.bin]:
| L L I L L O Y O I |

26292881 bytes successfully copied

Mounting an NFS File System

This feature enables you to quickly access data on an NFS mounted file system. You can perform file operations on an NFS
mounted file system using supported file commands.

This feature allows an NFS mounted device to be recognized as a file system. This file system is visible on the device and you
can execute all file commands that are available on conventional file systems such as a Flash file system.
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Before executing any CLI command to perform file operations, you must first mount the NFS file system to a mount-point on

the device. Since multiple mount-points exist on a device, it is mandatory to specify the mount-point to which you want to load

the system. The /£10/mnt/nfs directory is the root of all mount-points.

To mount an NFS file system, perform the following steps:

Table 4. Mounting an NFS File System

File Operation Syntax

To mount an NFS file system:
point username password

mount nfs rhost:path mount-

The foreign file system remains mounted as long as the device is up and does not reboot. You can run the file system commands
without having to mount or un-mount the file system each time you run a command. When you save the configuration using the
write command, the mount command is saved to the startup configuration. As a result, each time the device re-boots, the

NFES file system is mounted during start up.

Table 5. Forming a copy Command

Location source-file-url Syntax

destination-file-ur/ Syntax

For a remote file location:

NFS File System

copy nfsmount://{<mount-

username :password

point>}/filepath/filename}

tftp://{hostip | hostname}/
filepath/filename

Important Points to Remember

e You cannot copy a file from one remote system to another.
e You cannot copy a file from one location to the same location.

e When copying to a server, you can only use a hostname if a domain name server (DNS) server is configured.

Example of Copying a File to current File System

DellEMC#copy tftp://10.16.127.35/dv-maa-test nfsmount://

Destination file name [dv-maa-test]:

| I A A

44250499 bytes successfully copied
DellEMC#

DellEMC#copy ftp://10.16.127.35 nfsmount:
Source file name []: test.c

User name to login remote host: username

Example of Logging in to Copy from NFS Mount

DellEMC#copy nfsmount:///test flash:

Destination file name [test]: test2

|

5592 bytes successfully copied

DellEMC#

DellEMC#copy nfsmount:///test.txt ftp://10.16.127.35
Destination file name [test.txt]:

User name to login remote host: username

Password to login remote host:
|

Example of Copying to NFS Mount

DellEMC#copy flash://test.txt nfsmount:///

Destination file name [test.txt]:

|

15 bytes successfully copied

DellEMC#copy flash://test/capture.txt.pcap nfsmount:///
Destination file name [test.txt]:

|

15 bytes successfully copied

DellEMC#copy flash://test/capture.txt.pcap nfsmount:///username/snoop.pcap
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|
24 bytes successfully copied

DellEMC#

DellEMC#copy tftp://10.16.127.35/username/dv-maa-test ?

flash: Copy to local file system ([flash://]filepath)
nfsmount: Copy to nfs mount file system (nfsmount:///filepath)
running-config remote host:

Destination file name [test.c]:
|

225 bytes successfully copied
DellEMC#

Save the Running-Configuration

The running-configuration contains the current system configuration. Dell EMC Networking recommends coping your running-
configuration to the startup-configuration.

The commands in this section follow the same format as those commands in the Copy Files to and from the System section
but use the filenames startup-configuration and running-configuration. These commands assume that current directory is the
internal flash, which is the system default.

e Save the running-configuration to the startup-configuration on the internal flash of the primary RPM.
EXEC Privilege mode
copy running-config startup-config
e Save the running-configuration to an FTP server.
EXEC Privilege mode
copy running-config ftp:// username:password@{hostip | hostname}/filepath/ filename
e Save the running-configuration to a TFTP server.
EXEC Privilege mode
copy running-config tftp://{hostip | hostname}/ filepath/filename
e Save the running-configuration to an SCP server.
EXEC Privilege mode
copy running-config scp://{hostip | hostname}/ filepath/filename
®| NOTE: When copying to a server, a host name can only be used if a DNS server is configured.

@ NOTE: When you load the startup configuration or a configuration file from a network server such as TFTP to the
running configuration, the configuration is added to the running configuration. This does not replace the existing running
configuration. Commands in the configuration file has precedence over commands in the running configuration.

Configure the Overload Bit for a Startup Scenario

For information about setting the router overload bit for a specific period of time after a switch reload is implemented, see the
Intermediate System to Intermediate System (IS-1S) section in the Dell Command Line Reference Guide for your system.

Viewing Files

You can only view file information and content on local file systems.
To view a list of files or the contents of a file, use the following commands.
e View a list of files on the internal flash.
EXEC Privilege mode
dir flash:
e View the running-configuration.
EXEC Privilege mode
show running-config

e View the startup-configuration.
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EXEC Privilege mode

show startup-config

The output of the dir command also shows the read/write privileges, size (in bytes), and date of modification for each file.

DellEMC#dir
Directory of flash:

1 drw- 32768 Jan 01 1980 00:00:00

2 drwx 512 Jul 23 2007 00:38:44 ..

3 drw- 8192 Mar 30 1919 10:31:04 TRACE LOG DIR

4 drw- 8192 Mar 30 1919 10:31:04 CRASH LOG DIR

5 drw- 8192 Mar 30 1919 10:31:04 NVTRACE LOG DIR

6 drw- 8192 Mar 30 1919 10:31:04 CORE DUMP_ DIR

7 el=== 8192 Mar 30 1919 10:31:04 ADMIN DIR

8 -rw- 33059550 Jul 11 2007 17:49:46 FTOS-EF-7.4.2.0.bin
9 -rw- 27674906 Jul 06 2007 00:20:24 FTOS-EF-4.7.4.302.bin
10 -rw— 27674906 Jul 06 2007 19:54:52 boot-image-FILE

11 drw- 8192 Jan 01 1980 00:18:28 diag

12 -rw- 7276 Jul 20 2007 01:52:40 startup-config.bak
13 -rw- 7341 Jul 20 2007 15:34:46 startup-config

14 -rw- 27674906 Jul 06 2007 19:52:22 boot-image
15 -rw- 27674906 Jul 06 2007 02:23:22 boot-flash
--More--

View Configuration Files

Configuration files have three commented lines at the beginning of the file, as shown in the following example, to help you
track the last time any user made a change to the file, which user made the changes, and when the file was last saved to the
startup-configuration.

In the running-configuration file, if there is a difference between the timestamp on the “Last configuration change” and
“Startup-config last updated,” you have made changes that have not been saved and are preserved after a system reboot.

Example of the show running-config Command

DellEMC#show running-config

Current Configuration

! Version 9.4 (0.0)

! Last configuration change at Tue Mar 11 21:33:56 2014 by admin

! Startup-config last updated at Tue Mar 11 12:11:00 2014 by default
|

<output truncated for brevity>

Managing the File System

The Dell EMC Networking system can use the internal Flash, external Flash, or remote devices to store files.
The system stores files on the internal Flash by default but can be configured to store files elsewhere.

To view file system information, use the following command.
e View information about each file system.

EXEC Privilege mode

show file-systems

The output of the show file-systems command in the following example shows the total capacity, amount of free memory,
file structure, media type, read/write privileges for each storage device in use.

DellEMC#show file-systems

Size (b) Free (b) Feature Type Flags Prefixes

520962048 213778432 dosFs2.0 USERFLASH rw flash:

127772672 21936128 dosFs2.0 USERFLASH rw slotO:
- = - network rw ftp:

Getting Started 49



= = - network rw tftp:
- = - network rw scp:
You can change the default file system so that file management commands apply to a particular device or memory.

To change the default directory, use the following command.
e Change the default directory.

EXEC Privilege mode

cd directory

Enabling Software Features on Devices Using a
Command Option

The capability to activate software applications or components on a device using a command is supported on this platform.

Starting with Release 9.4(0.0), you can enable or disable specific software features or applications that need to run on a

device by using a command attribute in the CLI interface. This enables effective, streamlined management and administration of
applications and utilities that run on a device. You can employ this capability to perform an on-demand activation, or turn-off a
software component or protocol. A feature configuration file generated for each image contains feature names, and denotes if
this enabling or disabling method is available. You can enable or disable the VRF application globally across the system by using
this capability.

Activate the VRF application on a device by using the feature vrf command in CONFIGURATION mode.

®| NOTE: The no feature vrf command is not supported on any of the platforms.

To enable the VRF feature and cause all VRF-related commands to be available or viewable in the CLI interface, use the
following command. You must enable the VRF feature before you can configure its related attributes.

DellEMC (conf) # feature vrf

Based on if the VRF feature is identified as supported in the Feature Configuration file, configuration command feature
vrf becomes available for usage. This command is stored in the running-configuration and precedes all other VRF-related
configurations.

To display the state of Dell EMC Networking OS features:
DellEMC# show feature
Example of show feature output

For a particular target where VRF is enabled, the show output is similar to the following:

Feature State

VRF Enabled

View Command History

The command-history trace feature captures all commands entered by all users of the system with a time stamp and writes
these messages to a dedicated trace log buffer.

The system generates a trace message for each executed command. No password information is saved to the file.

@ NOTE:

The timestamps display format of the show command history output changes based on the service timestamps
log datetime configuration. The time format can be in uptime, local time zone time or UTC time.

If timestamp is disabled (no service timestamps log) then command history time format is shown with timestamp

defaults (service timestamps log datetime localtime).

To view the command-history trace, use the show command-history command.
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Example of the show command-history Command

Example 1: Default configuration service timestamps log datetime or service timestamps log datetime

localtime

DellEMC (conf) #service timestamps log datetime

DellEMC# show command-history

[May 17
[May 17

[May 17
[May 17
[May 17
[May 17
[May 17

[May 17
[May 17
[May 17
DellEMCH#

15:
15:
15:
15:
15:
15:
15:
15:
15:
15:

Repeated 1 time.
38:55]:
41:407:
Repeated 1 time.

41:45]: CMD- (CLTI) :
41:47]: CMD-(CLI) :
41:50]: CMD-(CLI):
42:42]: CMD- (CLT) :
42:52]: CMD- (CLI) :
Repeated 1 time.

43:08]: CMD-(CLI) :
43:16]: CMD-(CLI) :
43:22]: CMD-(CLI):

CMD- (CLI) :
CMD- (CLI) :

[service timestamps log datetime]by default from console
[write memorylby default from console

[interface tengigabitethernet 1/1]1by default from console
[shutdown]by default from console

[no shutdown]by default from console

[show clock]by default from console

[write memorylby default from console

[end]by default from console
[show logginglby default from console
[show command-history]lby default from console

Example 2: service timestamps log datetime utc

DellEMC (conf) #service timestamps log datetime utc

DellEMC# show command-history

[May 17

[May 17
[May 17
[May 17
[May 17
[May 17
[May 17
[May 17

[May 17

[May 17
[May 17

Example 3:

15:
10:
10
10:
10:
10:
10
10:
10:
10:
10:

Repeated 1 time.
46:44]:
Repeated 1 time.

16:53]: CMD-(CLI) :
:17:05]: CMD-(CLI):
17:20]: CMD-(CLTI) :
17:30]: CMD-(CLTI) :
17:32]: CMD-(CLI) :
:17:34]: CMD- (CLI):
17:40]: CMD-(CLI) :
Repeated 1 time.

17:46]: CMD-(CLI) :
17:50]: CMD-(CLI) :
17:56]: CMD-(CLI) :

CMD- (CLTI) :

[configure]lby default from console

service timestamps log datetime utc]by default from console

[
[show clock]by default from console

[show running-configlby default from console

[interface tengigabitethernet 1/2]1by default from console
[shutdown]by default from console

[no shutdown]by default from console

[write memorylby default from console

[end]by default from console
[show logging]lby default from console
[show command-history]lby default from console

service timestamps log uptime

DellEMC (conf) #service timestamps log uptime

DellEMC# show command-history

- Repeated 1 time.

CMD- (CLI) : [configure]lby default from console
- Repeated 1 time.

service timestamps log uptimelby default from console
interface tengigabitethernet 1/1]by default from console
shutdown]by default from console

no shutdown]by default from console
end]by default from console

[May 17 10:

20:37]:

[1d0h24m] : CMD- (CLI) : [
[1d0h24m] : CMD- (CLI) : [
[1d0h24m] : CMD-(CLI) : [
[1d0h24m] : CMD- (CLTI) : [
[1d0h25m] : CMD- (CLI) : [
[1d0h25m] : CMD- (CLI) : [

- Repeated 1 time.
[1d0h25m] : CMD-(CLI) : [show
[1d0h25m] : CMD- (CLI) : [show
[1d0h25m] : CMD- (CLI) : [show
[1d0h25m] : CMD-(CLI) : [show

write memorylby default from console

clock]by default from console
version]by default from console
logging]by default from console
command-historylby default from console

Example 4: no service timestamps log

DellEMC (conf) #no service timestamps log

DellEMC# show command-history
[1d0h26m] :

[May 17 15:53:10]:

- Repeated 1 time.

- Repeated 1 time.

CMD- (CLI) : [configure]lby default from console

CMD- (CLTI) : [no service timestamps loglby default from console
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[May 17 15:53:16]: CMD-(CLI):[write memory]lby default from console
- Repeated 3 times.

[May 17 15:53:22]: CMD-(CLI):[show logging]lby default from console
- Repeated 1 time.

[May 17 15:53:36]: CMD-(CLI):[write memory]lby default from console
- Repeated 5 times.

[May 17 15:53:44]: CMD-(CLI):[show logging]by default from console

[May 17 15:53:53]: CMD-(CLI) :[show command-history]by default from console

[May 17 15:54:54]: CMD-(CLI):[end]by default from console

[May 17 15:55:00]: CMD-(CLI):[show logginglby default from console

[ [

[ [

[ [

May 17 15:55:12]: CMD-(CLI) :[show clock]by default from console
May 17 15:55:22]: CMD-(CLI) :[show running-config]by default from console
May 17 15:55:27]: CMD-(CLI) : [show command-history]by default from console

Upgrading Dell EMC Networking OS

To upgrade Dell EMC Networking Operating System (OS), refer to the Release Notes for the version you want to load on the
system.

You can download the release notes of your platform at https://www.forcelOnetworks.com. Use your login ID to log in to the
website.

Using HTTP for File Transfers

Stating with Release 9.3(0.1), you can use HTTP to copy files or configuration details to a remote server. To transfer files to an
external server, use the copy source-file-url http://host[:port]/file-path command.

Enter the following source-file-url keywords and information:
e To copy a file from the internal FLASH, enter flash:// followed by the filename.

e To copy the running configuration, enter the keyword running-config.

e To copy the startup configuration, enter the keyword startup-config.

e To copy a file on the USB device, enter usbflash:// followed by the filename.

In the Dell EMC Networking OS release 9.8(0.0), HTTP services support the VRF-aware functionality. If you want the HTTP
server to use a VRF table that is attached to an interface, configure that HTTP server to use a specific routing table. You can

use the ip http vrf command to inform the HTTP server to use a specific routing table. After you configure this setting, the
VREF table is used to look up the destination address.

®| NOTE: To enable HTTP to be VRF-aware, as a prerequisite you must first define the VRF.

You can specify either the management VRF or a nondefault VRF to configure the VRF awareness setting.

When you specify the management VRF, the copy operation that is used to transfer files to and from an HTTP server utilizes
the VRF table corresponding to the Management VRF to look up the destination. When you specify a nondefault VRF, the VRF
table corresponding to that nondefault VRF is used to look up the HTTP server.

However, these changes are backward-compatible and do not affect existing behavior; meaning, you can still use the ip http
source- interface command to communicate with a particular interface even if no VRF is configured on that interface

®| NOTE: If the HTTP service is not VRF-aware, then it uses the global routing table to perform the look-up.

To enable an HTTP client to look up the VRF table corresponding to either management VRF or any nondefault VRF, use the ip
http vrf command in CONFIGURATION mode.

e Configure an HTTP client with a VRF that is used to connect to the HTTP server.
CONFIGURATION MODE

DellEMC (conf) #ip http vrf {management | <vrf-name>}

52 Getting Started


https://www.force10networks.com/

Verify Software Images Before Installation

To validate the software image on the flash drive, you can use the MD5 message-digest algorithm or SHA256 Secure Hash
Algorithm, after the image is transferred to the system but before the image is installed. The validation calculates a hash value
of the downloaded image file on system’s flash drive, and, optionally, compares it to a Dell EMC Networking published hash for
that file.

The MD5 or SHA256 hash provides a method of validating that you have downloaded the original software. Calculating the
hash on the local image file and comparing the result to the hash published for that file on iSupport provides a high level

of confidence that the local copy is exactly the same as the published software image. This validation procedure, and the
verify {md5 | sha256} command to support it, prevents the installation of corrupted or modified images.

The verify {md5 | sha256} command calculates and displays the hash of any file on the specified local flash drive. You
can compare the displayed hash against the appropriate hash published on iSupport. Optionally, you can include the published
hash in the verify {md5 | sha256} command, which displays whether it matches the calculated hash of the indicated file.

To validate a software image:

1. Download Dell EMC Networking OS software image file from the iSupport page to the local (FTP or TFTP) server. The
published hash for that file displays next to the software image file on the iSupport page.

2. Go on to the Dell EMC Networking system and copy the software image to the flash drive, using the copy command.

3. Runthe verify {md5 | sha256} [ flash://]img-file [hash-value] command. For example, verify
sha256 flash://FTOS-SE-9.5.0.0.bin

4. Compare the generated hash value to the expected hash value published on the iSupport page.

To validate the software image on the flash drive after the image is transferred to the system, but before you install the image,
use the verify {md5 | sha256} [ flash://limg-file [hash-value] command in EXEC mode.

e md5: MD5 message-digest algorithm

e sha256: SHA256 Secure Hash Algorithm

e flash: (Optional) Specifies the flash drive. The default uses the flash drive. You can enter the image file name.
e hash-value: (Optional). Specify the relevant hash published on iSupport.

e img-file: Enter the name of the Dell EMC Networking software image file to validate

Examples: Without Entering the Hash Value for Verification
MD5

DellEMC# verify md5 flash:file-name

SHA256
DellEMC# verify sha256 flash://file-name

Examples: Entering the Hash Value for Verification
MD5

DellEMC# verify md5 flash://file-name 275ceb73a4f3118eld6bcf7d75753459
SHA256

DellEMC# verify sha256 flash://file-name
€6328c06faf814e6899ceead219afbf9360e986d692988023b749e6b2093e933
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Management

This chapter describes the different protocols or services used to manage the Dell EMC Networking system.
Topics:

*  Configuring Privilege Levels

*  Configuring Logging

* Log Messages in the Internal Buffer

* Disabling System Logging

¢ Sending System Messages to a Syslog Server
*  Track Login Activity

e Limit Concurrent Login Sessions

*  Enabling Secured CLI Mode

¢ Changing System Logging Settings

* Display the Logging Buffer and the Logging Configuration
*  Configuring a UNIX Logging Facility Level

¢ Synchronizing Log Messages

*  Enabling Timestamp on Syslog Messages

*  File Transfer Services

*  Terminal Lines

*  Setting Timeout for EXEC Privilege Mode

* Using Telnet to get to Another Network Device
*  Lock CONFIGURATION Mode

*  Recovering from a Forgotten Password

e Recovering from a Failed Start

. Restoring the Factory Default Settings

¢ Dell EMC Networking OS Security Hardening

Configuring Privilege Levels

Privilege levels restrict access to commands based on user or terminal line.
There are 16 privilege levels, of which three are pre-defined. The default privilege level is 1.
Level Description

Level O Access to the system begins at EXEC mode, and EXEC mode commands are limited to enable,
disable, and exit.

Level 1 Access to the system begins at EXEC mode, and all commands are available.

Level 15 Access to the system begins at EXEC Privilege mode, and all commands are available.

For information about how access and authorization is controlled based on a user’s role, see Role-Based Access Control.

Creating a Custom Privilege Level

Custom privilege levels start with the default EXEC mode command set. You can then customize privilege levels 2-14 by:
e restricting access to an EXEC mode command

e moving commands from EXEC Privilege to EXEC mode

e restricting access

A user can access all commands at his privilege level and below.
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Removing a Command from EXEC Mode

To remove a command from the list of available commands in EXEC mode for a specific privilege level, use the privilege
exec command from CONFIGURATION mode.

In the command, specify a level greater than the level given to a user or terminal line, then the first keyword of each command
you wish to restrict.

Moving a Command from EXEC Privilege Mode to EXEC Mode

To move a command from EXEC Privilege to EXEC mode for a privilege level, use the privilege exec command from
CONFIGURATION mode.

In the command, specify the privilege level of the user or terminal line and specify all keywords in the command to which you
want to allow access.

Allowing Access to CONFIGURATION Mode Commands

To allow access to CONFIGURATION mode, use the privilege exec level level configure command from
CONFIGURATION mode.

A user that enters CONFIGURATION mode remains at his privilege level and has access to only two commands, end and

exit. You must individually specify each CONFIGURATION mode command you want to allow access to using the privilege
configure level Ilevel command. Inthe command, specify the privilege level of the user or terminal line and specify all
the keywords in the command to which you want to allow access.

Allowing Access to Different Modes

This section describes how to allow access to the INTERFACE, LINE, ROUTE-MAP, and ROUTER modes.

Similar to allowing access to CONFIGURATION mode, to allow access to INTERFACE, LINE, ROUTE-MAP, and ROUTER modes,
you must first allow access to the command that enters you into the mode. For example, to allow a user to enter INTERFACE
mode, use the privilege configure level level interface tengigabitethernet command.

Next, individually identify the INTERFACE, LINE, ROUTE-MAP or ROUTER commands to which you want to allow access using
the privilege {interface | line | route-map | router} level Ievel command.Inthe command, specify
the privilege level of the user or terminal line and specify all the keywords in the command to which you want to allow access.

To remove, move or allow access, use the following commands.
The configuration in the following example creates privilege level 3. This level:

e removes the resequence command from EXEC mode by requiring a minimum of privilege level 4

e moves the capture bgp-pdu max-buffer-size command from EXEC Privilege to EXEC mode by requiring a minimum
privilege level 3, which is the configured level for VTY O

e allows access to CONFIGURATION mode with the banner command
allows access to INTERFACE tengigabitethernet and LINE modes are allowed with no commands
Remove a command from the list of available commands in EXEC mode.

CONFIGURATION mode
privilege exec level level {command ||...|| command}
e Move a command from EXEC Privilege to EXEC mode.
CONFIGURATION mode
privilege exec level level {command ||...|| command}
e Allow access to CONFIGURATION mode.
CONFIGURATION mode
privilege exec level level configure
e Allow access to INTERFACE, LINE, ROUTE-MAP, and/or ROUTER mode. Specify all the keywords in the command.
CONFIGURATION mode
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privilege configure level level {interface |

line | route-map | router}

command-keyword}

{command-keyword

e Allow access to a CONFIGURATION, INTERFACE, LINE, ROUTE-MAP, and/or ROUTER mode command.
CONFIGURATION mode

privilege

command}

{configure |interface | line | route-map | router}

DellEMC (conf) #do show run priv

|
privilege
privilege
privilege
privilege
privilege
privilege
privilege

level
level
level

exec
exec
exec

capture

configure

resequence

exec level capture bgp-pdu

exec level 3 capture bgp-pdu max-buffer-size
configure level 3 line

configure level 3 interface

Wb W w

DellEMC (conf) #do telnet 10.11.80.201
[telnet output omitted]

DellEMC#show priv

Current privilege level is 3.

DellEMC#?
capture
configure
disable
enable
exit

ip
monitor
mtrace
ping

quit

show

Capture packet

Configuring from terminal

Turn off privileged commands
Turn on privileged commands
Exit from the EXEC

Global IP subcommands
Monitoring feature

Trace reverse multicast path from destination to source
Send echo messages

Exit from the EXEC

Show running system information

[output omitted]
DellEMC#config

[output omitted]

DellEMC (conf) #do show priwv
Current privilege level is 3.
DellEMC (conf) #?

end

exit
interface
line
linecard

Exit from
Exit from

configuration mode
configuration mode
Select an interface to configure
Configure a terminal line

Set line card type

DellEMC (conf) #interface ?

fastethernet Fast Ethernet interface
gigabitethernet Gigabit Ethernet interface
loopback Loopback interface

managementethernet

null

port-channel

Management Ethernet interface
Null interface
Port-channel interface

range Configure interface range
sonet SONET interface
tengigabitethernet TenGigabit Ethernet interface
vlan VLAN interface

DellEMC (conf) #interface tengigabitethernet 1/1
DellEMC (conf-if-te-1/1)#?

end
exit

Exit from configuration mode
Exit from interface configuration mode

DellEMC (conf-if-te-1/1) #exit
DellEMC (conf) #line ?

aux
console
vty

Auxiliary line
Primary terminal line
Virtual terminal

DellEMC (conf) #line vty O
DellEMC (config-line-vty) #?

exit

Exit from line configuration mode

DellEMC (config-line-vty) #
DellEMC (conf) #interface group ?

gigabitethernet GigabitEthernet interface IEEE 802.3z
tengigabitethernet TenGigabit Ethernet interface
vlan VLAN keyword
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DellEMC (conf)# interface group vlan 1 - 2 , tengigabitethernet 1/1

DellEMC (conf-if-group-vl-1-2,te-1/1)# no shutdown
DellEMC (conf-if-group-vl-1-2,te-1/1)# end

Applying a Privilege Level to a Username

To set the user privilege level, use the following command.

e Configure a privilege level for a user.
CONFIGURATION mode

username username privilege level

Applying a Privilege Level to a Terminal Line

To set a privilege level for a terminal line, use the following command.

e Configure a privilege level for a user.
CONFIGURATION mode

username username privilege level

@ NOTE: When you assign a privilege level between 2 and 15, access to the system begins at EXEC mode, but the prompt is

hostname#, rather than hostname>.

Configuring Logging

The Dell EMC Networking OS tracks changes in the system using event and error messages.

By default, Dell EMC Networking OS logs these messages on:
e the internal buffer

e console and terminal lines

e any configured syslog servers

To disable logging, use the following commands.

e Disable all logging except on the console.
CONFIGURATION mode
no logging on

e Disable logging to the logging buffer.
CONFIGURATION mode
no logging buffer

e Disable logging to terminal lines.
CONFIGURATION mode
no logging monitor

e Disable console logging.
CONFIGURATION mode

no logging console

Audit and Security Logs

This section describes how to configure, display, and clear audit and security logs.

The following is the configuration task list for audit and security logs:
e Enabling Audit and Security Logs

e Displaying Audit and Security Logs
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e Clearing Audit Logs

Enabling Audit and Security Logs

You enable audit and security logs to monitor configuration changes or determine if these changes affect the operation of the
system in the network. You log audit and security events to a system log server, using the logging extended command in
CONFIGURATION mode.

This command is available with or without RBAC enabled. For information about RBAC, see Role-Based Access Control.
Audit Logs

The audit log contains configuration events and information. The types of information in this log consist of the following:
e User logins to the switch.

e System events for network issues or system issues.

e Users making configuration changes. The switch logs who made the configuration changes and the date and time of the
change. However, each specific change on the configuration is not logged. Only that the configuration was modified is
logged with the user ID, date, and time of the change.

e Uncontrolled shutdown.

Security Logs

The security log contains security events and information. RBAC restricts access to audit and security logs based on the CLI
sessions’ user roles. The types of information in this log consist of the following:

e Establishment of secure traffic flows, such as SSH.
e Violations on secure flows or certificate issues.
e Adding and deleting of users.

e User access and configuration changes to the security and crypto parameters (not the key information but the crypto
configuration)

Important Points to Remember

When you enabled RBAC and extended logging:

e Only the system administrator user role can execute this command.

e The system administrator and system security administrator user roles can view security events and system events.
e The system administrator user roles can view audit, security, and system events.

e Only the system administrator and security administrator user roles can view security logs.

e The network administrator and network operator user roles can view system events.
®| NOTE: If extended logging is disabled, you can only view system events, regardless of RBAC user role.
Example of Enabling Audit and Security Logs

DellEMC (conf) #logging extended

Displaying Audit and Security Logs

To display audit logs, use the show logging auditlog command in Exec mode. To view these logs, you must first enable
the logging extended command. Only the RBAC system administrator user role can view the audit logs. Only the RBAC security
administrator and system administrator user role can view the security logs. If extended logging is disabled, you can only view
system events, regardless of RBAC user role. To view security logs, use the show logging command.

For information about the logging extended command, see Enabling Audit and Security Logs
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Example of the show logging auditlog Command

DellEMC#show logging auditlog

May 12 12:20:25: DellEMC#: %$CLI-6-logging extended by admin from vty0 (10.14.1.98)
May 12 12:20:42: DellEMC#: %CLI-6-configure terminal by admin from vty0O (10.14.1.98)
May 12 12:20:42: DellEMC#: $CLI-6-service timestamps log datetime by admin from vtyO
(10.14.1.98)

For information about the logging extended command, see Enabling Audit and Security Logs

Example of the show logging Command for Security

DellEMC#show logging
Jun 10 04:23:40: %STKUNITO-M:CP %SEC-5-LOGIN_SUCCESS: ILogin successful for user admin
on line vtyO ( 10.14.1.91 )

Clearing Audit Logs

To clear audit logs, use the clear logging auditlog command in Exec mode. When RBAC is enabled, only the system
administrator user role can issue this command.

Example of the clear logging auditlog Command

DellEMC# clear logging auditlog

Configuring Logging Format

To display syslog messages in a RFC 3164 or RFC 5424 format, use the logging version {0 | 1} command in
CONFIGURATION mode. By default, the system log version is set to 0.

The following describes the two log messages formats:

e 0 - Displays syslog messages format as described in RFC 3164, The BSD syslog Protocol

e 1 - Displays syslog message format as described in RFC 5424, The SYSLOG Protocol
Example of Configuring the Logging Message Format

DellEMC (conf) #logging version ?
<0-1> Select syslog version (default = 0)
DellEMC (conf) #logging version 1

Display the Logging Buffer and the Logging Configuration

To display the current contents of the logging buffer and the logging settings for the system, use the show logging
command in EXEC privilege mode. When RBAC is enabled, the security logs are filtered based on the user roles. Only the
security administrator and system administrator can view the security logs.

Example of the show logging Command

DellEMC#show logging
syslog logging: enabled
Console logging: level Debugging
Monitor logging: level Debugging
Buffer logging: level Debugging, 40 Messages Logged, Size (40960 bytes)
Trap logging: level Informational
$IRC-6-IRC _COMMUP: Link to peer RPM is up
$RAM-6-RAM TASK: RPM1 is transitioning to Primary RPM.
$RPM-2-MSG:CP1 %POLLMGR-2-MMC STATE: External flash disk missing in 'slotO:'
$CHMGR-5-CARDDETECTED: Line card 0 present
$CHMGR-5-CARDDETECTED: Line card 2 present
$CHMGR-5-CARDDETECTED: Line card 4 present
$CHMGR-5-CARDDETECTED: Line card 5 present
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%$CHMGR-5-CARDDETECTED: Line
$CHMGR-5-CARDDETECTED: Line
$CHMGR-5-CARDDETECTED: Line
$TSM-6-SFM_DISCOVERY: Found
$TSM-6-SFM DISCOVERY: Found
$TSM-6-SFM DISCOVERY: Found
$TSM-6-SFM DISCOVERY: Found
$TSM-6-SFM_DISCOVERY: Found
$TSM-6-SFM_ DISCOVERY: Found
$TSM-6-SFM DISCOVERY: Found
$TSM-6-SFM DISCOVERY: Found
$TSM-6-SFM_SWITCHFAB STATE:
$TSM-6-SFM_ DISCOVERY: Found
$TSM-6-SFM DISCOVERY: Found

card 8 present
card 10 present
card 12 present
SEFM
SFM
SEFM
SEFM
SEFM
SFM
SEFM
SEFM
Switch Fabric: UP
SFM 8

9 SFMs

o u b WP O

$CHMGR-5-CHECKIN: Checkin from line card 5 (type EX1YB, 1 ports)

$TSM-6-PORT_ CONFIG: Port link status for LC 5 => portpipe 0: OK portpipe 1: N/A
$CHMGR-5-LINECARDUP: Line card 5 is up

$CHMGR-5-CHECKIN: Checkin from line card 12 (type S12YCl2, 12 ports)

$TSM-6-PORT CONFIG: Port link status for LC 12 => portpipe 0: OK portpipe 1: N/A
$CHMGR-5-LINECARDUP: Line card 12 is up

$IFMGR-5-CSTATE UP: changed
$IFMGR-5-CSTATE DN: changed

interface Physical state to up: So 12/8
interface Physical state to down: So 12/8

To view any changes made, use the show running-config logging command in EXEC privilege mode.

Setting Up a Secure Connection to a Syslog Server

You can use reverse tunneling with the port forwarding to securely connect to a syslog server.

. EEEEEE) EEEEER EEEER RN 0

Dell Networking OS (10.16.131.141)

Dell Networking OS

é

Syslog Server (10.156.166.48)
Syslog
Subsystem T

‘
Writes log message ssh -R
to localhost : port 5140 5140:10.156.166.48:5141
admin@10.16.131.141 -nNf

Syslog Server
o 1

Figure 2. Setting Up a Secure Connection to a Syslog Server
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Pre-requisites
To configure a secure connection from the switch to the syslog server:

1. On the switch, enable the SSH server

DellEMC (conf) #ip ssh server enable

2. On the syslog server, create a reverse SSH tunnel from the syslog server to the Dell OS switch, using following syntax:
ssh -R <remote port>:<syslog server>:<syslog server listen port> user@remote host -nNf

In the following example the syslog server |P addressis 10.156.166.48 and the listening portis 5141. The switch IP
addressis 10.16.131.141 and the listening portis 5140

ssh -R 5140:10.156.166.48:5141 admin@10.16.131.141 -nNf
3. Configure logging to a local host. locahost is “127.0.0.1" or “::1".
If you do not, the system displays an error when you attempt to enable role-based only AAA authorization.

DellEMC (conf)# logging localhost tcp port
DellEMC (conf) #logging 127.0.0.1 tcp 5140

Log Messages in the Internal Buffer

All error messages, except those beginning with $BOOTUP (Message), are log in the internal buffer.

For example, $BOOTUP:RPM0O:CP $PORTPIPE-INIT-SUCCESS: Portpipe 0 enabled

Configuration Task List for System Log Management

There are two configuration tasks for system log management:
e Disable System Logging
e Send System Messages to a Syslog Server

Disabling System Logging

By default, logging is enabled and log messages are sent to the logging buffer, all terminal lines, the console, and the syslog
servers.

To disable system logging, use the following commands.

e Disable all logging except on the console.
CONFIGURATION mode
no logging on

e Disable logging to the logging buffer.
CONFIGURATION mode
no logging buffer

e Disable logging to terminal lines.
CONFIGURATION mode
no logging monitor

e Disable console logging.
CONFIGURATION mode

no logging console
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Sending System Messages to a Syslog Server

To send system messages to a specified syslog server, use the following command. The following syslog standards are
supported: RFC 5424 The SYSLOG Protocol, R.Gerhards and Adiscon GmbH, March 2009, obsoletes RFC 3164 and RFC 5426
Transmission of Syslog Messages over UDP.

e Specify the server to which you want to send system messages. You can configure up to eight syslog servers.
CONFIGURATION mode
logging {ip-address | ipvé6-address | hostname} {{udp {port}} | {tcp {port}}}

You can export system logs to an external server that is connected through a different VRF.

Configuring a UNIX System as a Syslog Server

To configure a UNIX System as a syslog server, use the following command.

e Configure a UNIX system as a syslog server by adding the following lines to /etc/syslog.conf on the UNIX system and
assigning write permissions to the file.

o Add line on a 4.1 BSD UNIX system. 1local7.debugging /var/log/ftos.log

o Addline ona 5.7 SunOS UNIX system. local7.debugging /var/adm/ftos.log

In the previous lines, 1ocal7 is the logging facility level and debugging is the severity level.

Track Login Activity

Dell EMC Networking OS enables you to track the login activity of users and view the successful and unsuccessful login events.

When you log in using the console or VTY line, the system displays the last successful login details of the current user and

the number of unsuccessful login attempts since your last successful login to the system, and whether the current user’s
permissions have changed since the last login. The system stores the number of unsuccessful login attempts that have occurred
in the last 30 days by default. You can change the default value to any number of days from 1 to 30. By default, login activity
tracking is disabled. You can enable it using the Llogin statistics enable command from the configuration mode.

Restrictions for Tracking Login Activity

These restrictions apply for tracking login activity:
e Only the system and security administrators can configure login activity tracking and view the login activity details of other
users.

e |ogin statistics is not applicable for login sessions that do not use user names for authentication. For example, the system
does not report login activity for a telnet session that prompts only a password.

Configuring Login Activity Tracking

To enable and configure login activity tracking, follow these steps:
1. Enable login activity tracking.
CONFIGURATION mode
login statistics enable
After enabling login statistics, the system stores the login activity details for the last 30 days.
2. (Optional) Configure the number of days for which the system stores the user login statistics. The range is from 1 to 30.
CONFIGURATION mode

login statistics time-period days
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The following example enables login activity tracking. The system stores the login activity details for the last 30 days.
DellEMC (config) #login statistics enable
The following example enables login activity tracking and configures the system to store the login activity details for 12 days.

DellEMC (config) #login statistics enable
DellEMC (config) #login statistics time-period 12

Display Login Statistics

To view the login statistics, use the show login statistics command.
Example of the show login statistics Command

The show login statistics command displays the successful and failed login details of the current user in the last 30
days or the custom defined time period.

DellEMC#show login statistics

User: admin

Last login time: 12:52:01 UTC Tue Mar 22 2016

Last login location: Line vtyO ( 10.16.127.143 )

Unsuccessful login attempt(s) since the last successful login: O
Unsuccessful login attempt(s) in last 30 day(s): O

Successful login attempt(s) in last 30 day(s): 1

Example of the show login statistics all command

The show login statistics all command displays the successful and failed login details of all users in the last 30 days
or the custom defined time period.

DellEMC#show login statistics all

User: admin

Last login time: 08:54:28 UTC Wed Mar 23 2016

Last login location: Line vtyO ( 10.16.127.145 )

Unsuccessful login attempt(s) since the last successful login: O
Unsuccessful login attempt(s) in last 30 day(s): 3

Successful login attempt(s) in last 30 day(s): 4

User: adminl

Last login time: 12:49:19 UTC Tue Mar 22 2016

Last login location: Line vtyO ( 10.16.127.145 )

Unsuccessful login attempt(s) since the last successful login: O
Unsuccessful login attempt(s) in last 30 day(s): 3

Successful login attempt(s) in last 30 day(s): 2

User: admin2

Last login time: 12:49:27 UTC Tue Mar 22 2016

Last login location: Line vtyO ( 10.16.127.145 )

Unsuccessful login attempt(s) since the last successful login: O
Unsuccessful login attempt(s) in last 30 day(s): 3

Successful login attempt(s) in last 30 day(s): 2

User: admin3

Last login time: 13:18:42 UTC Tue Mar 22 2016

Last login location: Line vtyO ( 10.16.127.145 )

Unsuccessful login attempt (s) since the last successful login: 0
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Unsuccessful login attempt(s) in last 30 day(s): 3
Successful login attempt(s) in last 30 day(s): 2
Example of the show login statistics user user-id command
The show login statistics user user-idcommand displays the successful and failed login details of a specific user

in the last 30 days or the custom defined time period.

DellEMC# show login statistics user admin

User: admin

Last login time: 12:52:01 UTC Tue Mar 22 2016

Last login location: Line vtyO ( 10.16.127.143 )

Unsuccessful login attempt(s) since the last successful login: O
Unsuccessful login attempt(s) in last 30 day(s): O

Successful login attempt(s) in last 30 day(s): 1

The following is sample output of the show login statistics unsuccessful-attempts command.

DellEMC# show login statistics unsuccessful-attempts
There were 3 unsuccessful login attempt(s) for user admin in last 30 day(s).

The following is sample output of the show login statistics unsuccessful-attempts time-period days
command.

DellEMC# show login statistics unsuccessful-attempts time-period 15
There were 0 unsuccessful login attempt(s) for user admin in last 15 day(s).

The following is sample output of the show login statistics unsuccessful-attempts user login-id
command.

DellEMC# show login statistics unsuccessful-attempts user admin
There were 3 unsuccessful login attempt(s) for user admin in last 12 day(s).

The following is sample output of the show login statistics successful-attempts command.

DellEMC#show login statistics successful-attempts
There were 4 successful login attempt(s) for user admin in last 30 day(s).

Limit Concurrent Login Sessions

Dell EMC Networking OS enables you to limit the number of concurrent login sessions of users on VTY, auxiliary, and console
lines. You can also clear any of your existing sessions when you reach the maximum permitted number of concurrent sessions.

By default, you can use all 10 VTY lines, one console line, and one auxiliary line. You can limit the number of available sessions
using the login concurrent-session limit command and so restrict users to that specific number of sessions. You can
optionally configure the system to provide an option to the users to clear any of their existing sessions.

Restrictions for Limiting the Number of Concurrent Sessions

These restrictions apply for limiting the number of concurrent sessions:
e Only the system and security administrators can limit the number of concurrent sessions and enable the clear-line option.

e Users can clear their existing sessions only if the system is configured with the 1ogin concurrent-session clear-
line enable command.
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Configuring Concurrent Session Limit

To configure concurrent session limit, follow this procedure:
e Limit the number of concurrent sessions for each user.

CONFIGURATION mode

login concurrent-session limit number-of-sessions

The following example limits the permitted number of concurrent login sessions to 4.

DellEMC (config) #login concurrent-session limit 4

Enabling the System to Clear Existing Sessions

To enable the system to clear existing login sessions, follow this procedure:
e Use the following command.
CONFIGURATION mode

login concurrent-session clear-line enable

The following example enables you to clear your existing login sessions.
DellEMC (config) #login concurrent-session clear-line enable

Example of Clearing Existing Sessions

When you try to log in, the following message appears with all your existing concurrent sessions, providing an option to close
any one of the existing sessions:

$ telnet 10.11.178.14
Trying 10.11.178.14...
Connected to 10.11.178.14.
Escape character is '~]'.
Login: admin

Password:

Current sessions for user admin:
Line Location

2 vty O 10.14.1.97

3 vty 1 10.14.1.97

Clear existing session? [line number/Enter to cancel]:

When you try to create more than the permitted number of sessions, the following message appears, prompting you to close
one of the existing sessions. If you close any of the existing sessions, you are allowed to login.

$ telnet 10.11.178.17
Trying 10.11.178.17...
Connected to 10.11.178.17.
Escape character is '~]'.
Login: admin

Password:

Maximum concurrent sessions for the user reached.
Current sessions for user admin:

Line Location

2 vty O 10.14.1.97
3 vty 1 10.14.1.97
4 vty 2 10.14.1.97
5 vty 3 10.14.1.97

Kill existing session? [line number/Enter to cancel]:

Enabling Secured CLI Mode

The secured CLI mode prevents the users from enhancing the permissions or promoting the privilege levels.
e Enter the following command to enable the secured CLI mode:
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CONFIGURATION Mode
secure-cli enable

After entering the command, save the running-configuration. Once you save the running-configuration, the secured CLI mode is
enabled.

If you do not want to enter the secured mode, do not save the running-configuration. Once saved, to disable the secured CLI
mode, you need to manually edit the startup-configuration file and reboot the system.

Changing System Logging Settings

You can change the default settings of the system logging by changing the severity level and the storage location.

The default is to log all messages up to debug level, that is, all system messages. By changing the severity level in the logging
commands, you control the number of system messages logged.

To specify the system logging settings, use the following commands.

e Specify the minimum severity level for logging to the logging buffer.
CONFIGURATION mode
logging buffered level

e Specify the minimum severity level for logging to the console.
CONFIGURATION mode
logging console level

e Specify the minimum severity level for logging to terminal lines.
CONFIGURATION mode
logging monitor level

e Specify the minimum severity level for logging to a syslog server.
CONFIGURATION mode
logging trap level

e Specify the minimum severity level for logging to the syslog history table.
CONFIGURATION mode
logging history level

e Specify the size of the logging buffer.
CONFIGURATION mode

logging buffered size
@ NOTE: When you decrease the buffer size, Dell EMC Networking OS deletes all messages stored in the buffer.
Increasing the buffer size does not affect messages in the buffer.

e Specify the number of messages that Dell EMC Networking OS saves to its logging history table.
CONFIGURATION mode

logging history size size

To view the logging buffer and configuration, use the show logging command in EXEC privilege mode, as shown in the
example for Display the Logging Buffer and the Logging Configuration.

To view the logging configuration, use the show running-config logging command in privilege mode, as shown in the
example for Configure a UNIX Logging Facility Level.
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Display the Logging Buffer and the Logging
Configuration

To display the current contents of the logging buffer and the logging settings for the system, use the show logging
command in EXEC privilege mode. When RBAC is enabled, the security logs are filtered based on the user roles. Only the
security administrator and system administrator can view the security logs.

Example of the show logging Command

DellEMC#show logging
syslog logging: enabled
Console logging: level Debugging
Monitor logging: level Debugging
Buffer logging: level Debugging, 40 Messages Logged, Size (40960 bytes)
Trap logging: level Informational
$IRC-6-IRC_COMMUP: Link to peer RPM is up
$RAM-6-RAM TASK: RPM1 is transitioning to Primary RPM.
$RPM-2-MSG:CP1 %POLLMGR-2-MMC_STATE: External flash disk missing in 'slotO:'
$CHMGR-5-CARDDETECTED: Line card 0 present
%$CHMGR-5-CARDDETECTED: Line card 2 present
$CHMGR-5-CARDDETECTED: Line card 4 present
$CHMGR-5-CARDDETECTED: Line card 5 present
$CHMGR-5-CARDDETECTED: Line card 8 present
%$CHMGR-5-CARDDETECTED: Line card 10 present
$CHMGR-5-CARDDETECTED: Line card 12 present
$TSM-6-SFM DISCOVERY: Found SFM
$TSM-6-SFM_DISCOVERY: Found SFM
$TSM-6-SFM DISCOVERY: Found SFM
$TSM-6-SFM DISCOVERY: Found SFM
$TSM-6-SFM_ DISCOVERY: Found SFM
$TSM-6-SFM_DISCOVERY: Found SFM
$TSM-6-SFM DISCOVERY: Found SFM
$TSM-6-SFM DISCOVERY: Found SFM
$TSM-6-SFM_SWITCHFAB STATE: Switch Fabric: UP
$TSM-6-SFM_ DISCOVERY: Found SFM 8
$TSM-6-SFM DISCOVERY: Found 9 SFMs
$CHMGR-5-CHECKIN: Checkin from line card 5 (type EX1YB, 1 ports)
$TSM-6-PORT_ CONFIG: Port link status for LC 5 => portpipe 0: OK portpipe 1: N/A
$CHMGR-5-LINECARDUP: Line card 5 is up
$CHMGR-5-CHECKIN: Checkin from line card 12 (type S12YCl2, 12 ports)
$TSM-6-PORT CONFIG: Port link status for LC 12 => portpipe 0: OK portpipe 1: N/A
$CHMGR-5-LINECARDUP: Line card 12 is up
$IFMGR-5-CSTATE UP: changed interface Physical state to up: So 12/8
$IFMGR-5-CSTATE DN: changed interface Physical state to down: So 12/8

~N o0 WDN P O

To view any changes made, use the show running-config logging command in EXEC privilege mode.

Configuring a UNIX Logging Facility Level

You can save system log messages with a UNIX system logging facility.
To configure a UNIX logging facility level, use the following command.

e Specify one of the following parameters.
CONFIGURATION mode
logging facility [facility-typel
auth (for authorization messages)
cron (for system scheduler messages)
daemon (for system daemons)
kern (for kernel messages)
local0 (for local use)
locall (for local use)
local2 (for local use)

o O O O O O o
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local3 (for local use)

local4 (for local use)

localb (for local use)

localé6 (for local use)

local7 (for local use)

lpr (for line printer system messages)
mail (for mail system messages)
news (for USENET news messages)
sys9 (system use)

sys10 (system use)

sysll (system use)

sysl2 (system use)

sys13 (system use)

sysl4 (system use)

syslog (for syslog messages)
user (for user programs)

uucp (UNIX to UNIX copy protocol)

O o 0o 0o o 0O o o oo 0o o o o o o o

To view nondefault settings, use the show running-config logging command in EXEC mode.

DellEMC#show running-config logging
!

logging buffered 524288 debugging
service timestamps log datetime msec

service timestamps debug datetime msec
|

logging trap debugging

logging facility user

logging source-interface Loopback 0
logging 10.10.10.4

DellEMC#

Synchronizing Log Messages

You can configure Dell EMC Networking OS to filter and consolidate the system messages for a specific line by synchronizing
the message output.

Only the messages with a severity at or below the set level appear. This feature works on the terminal and console connections
available on the system.

1. Enter LINE mode.
CONFIGURATION mode
line {console 0 | vty number [end-number] | aux 0}

Configure the following parameters for the virtual terminal lines:
e number: the range is from zero (0) to 8.
e end-number: the range is from 1to 8.

You can configure multiple virtual terminals at one time by entering a number and an end-number.

2. Configure a level and set the maximum number of messages to print.
LINE mode
logging synchronous [level severity-level | all]l [limit]

Configure the following optional parameters:
e level severity-level:therangeis from O to 7. The default is 2. Use the a1l keyword to include all messages.
e limit:therangeis from 20 to 300. The default is 20.

To view the logging synchronous configuration, use the show config command in LINE mode.
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Enabling Timestamp on Syslog Messages

By default, syslog messages include a time/date stamp, taken from the datetime, stating when the error or message was
created.

To enable timestamp, use the following command.
e Add timestamp to syslog messages.
CONFIGURATION mode

service timestamps [log | debug] [datetime [localtime] [msec] [show-timezone] [utc] |
uptime]

Specify the following optional parameters:

o

o

O O O O

datetime: To view the timestamp in system local time that includes the local time zone.

localtime: You can add the keyword localtime to view timestamp in system local time that includes the local time
zone.

show-timezone: Enter the keyword to include the time zone information in the timestamp.
msec: Enter the keyword msec to include milliseconds in the timestamp.

uptime: To view time since last boot.

utc: Enter the keyword utc to view timestamp in UTC time that excludes the local time zone.

If you do not specify a parameter, Dell EMC Networking OS configures datetime as localtime by default.

To view the configuration, use the show running-config logging command in EXEC privilege mode.

To disable time stamping on syslog messages, use the no service timestamps [log | debug] command.

Example 1: Default configuration service timestamps log datetime or service timestamps log datetime
localtime

DellEMC (conf) #service timestamps log datetime

Dell
15:4

Dell
[May
[May

[May
[May
[May
Dell

Dell
Sysl

May
May
conf
May
May
Te 1
May
1/1
May
down

EMC#show clock
2:42.804 IST Fri May 17 2019

EMC# show command-history
17 15:38:55]: CMD-(CLI) :[service timestamps log datetime]lby default from console
17 15:41:40]: CMD-(CLI) :[write memorylby default from console
- Repeated 1 time.
17 15:41:45]: CMD-(CLI):[interface tengigabitethernet 1/1]by default from console
17 15:41:47]: CMD-(CLI):[shutdown]by default from console
17 15:41:50]: CMD-(CLI):[no shutdown]by default from console
17 15:42:42]: CMD-(CLI):[show clock]by default from console
17 15:42:52]: CMD-(CLI):[write memory]by default from console
- Repeated 1 time.
17 15:43:08]: CMD-(CLI) :[end]by default from console
17 15:43:16]: CMD-(CLI) :[show logginglby default from console
17 15:43:22]: CMD-(CLI):[show command-history]lby default from console
EMC#

EMC#show logging

og logging: enabled

Console logging: disabled

Monitor logging: level debugging

Buffer logging: level debugging, 7 Messages Logged, Size (40960 bytes)

Trap logging: level informational

Last logging buffer cleared: May 17 15:38:38

17 15:43:08 %STKUNIT1-M:CP %$SYS-5-CONFIG I: Configured from console

17 15:42:52 $STKUNIT1-M:CP SFILEMGR-5-FILESAVED: Copied running-config to startup-
ig in flash by default

17 15:41:53 %STKUNIT1-M:CP $IFMGR-5-OSTATE UP: Changed interface state to up: Te 1/1
17 15:41:50 %STKUNIT1-M:CP $IFMGR-5-ASTATE UP: Changed interface Admin state to up:
/1

17 15:41:47 %STKUNIT1-M:CP %IFMGR-5-OSTATE DN: Changed interface state to down: Te

17 15:41:47 %STKUNIT1-M:CP $IFMGR-5-ASTATE DN: Changed interface Admin state to
: Te 1/1
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May 17 15:41:40 SSTKUNIT1-M:CP SFILEMGR-5-FILESAVED: Copied running-config to startup-
config in flash by default

Example 2: service timestamps log datetime utc

DellEMC (conf) #service timestamps log datetime utc

DellEMC#show clock
15:47:05.661 IST Fri May 17 2019

DellEMC# show command-history
[May 17 10:16:53]: CMD-(CLI):[service timestamps log datetime utc]by default from console
[May 17 10:17:05]: CMD-(CLI):[show clock]lby default from console
[May 17 10:17:20]: CMD-(CLI) :[show running-config]by default from console
[May 17 10:17:30]: CMD-(CLI):[interface tengigabitethernet 1/2]by default from console
[May 17 10:17:32]: CMD-(CLI) : [shutdown]by default from console
[May 17 10:17:34]: CMD-(CLI):[no shutdown]by default from console
[May 17 10:17:40]: CMD-(CLI):[write memorylby default from console
- Repeated 1 time.
[May 17 10:17:46]: CMD-(CLI):[end]by default from console
[May 17 10:17:50]: CMD-(CLI):[show logginglby default from console
[May 17 10:17:56]: CMD-(CLI) :[show command-history]lby default from console

DellEMC# show logging
Syslog logging: enabled

Console logging: disabled

Monitor logging: level debugging

Buffer logging: level debugging, 6 Messages Logged, Size (40960 bytes)

Trap logging: level informational

Last logging buffer cleared: May 17 15:46:36
May 17 10:17:46 %STKUNIT1-M:CP %SYS-5-CONFIG I: Configured from console
May 17 10:17:40 $STKUNIT1-M:CP $SFILEMGR-5-FILESAVED: Copied running-config to startup-
config in flash by default
May 17 10:17:37 $STKUNIT1-M:CP $%IFMGR-5-OSTATE UP: Changed interface state to up: Te 1/2
May 17 10:17:34 %STKUNIT1-M:CP 3%IFMGR-5-ASTATE UP: Changed interface Admin state to up:
Te 1/2
May 17 10:17:32 $STKUNIT1-M:CP 3IFMGR-5-OSTATE DN: Changed interface state to down: Te
1/2
May 17 10:17:32 $STKUNIT1-M:CP 3%IFMGR-5-ASTATE DN: Changed interface Admin state to
down: Te 1/2

Example 3: service timestamps log uptime

DellEMC (conf) #service timestamps log uptime

DellEMC#show clock
15:51:47.534 IST Fri May 17 2019

DellEMC# show version |grep uptime
Dell EMC Networking OS uptime is 1 day(s), 0 hour(s), 25 minute (s)

DellEMC# show command-history
[1d0h24m] : CMD-(CLI):[service timestamps log uptime]by default from console
[1d0h24m] : CMD-(CLI):[interface tengigabitethernet 1/1]by default from console
[1d0h24m] : CMD-(CLI) : [shutdown]by default from console
[1d0h24m] : CMD-(CLI):[no shutdown]by default from console
[1d0h25m] : CMD-(CLI):[end]by default from console
[1d0h25m] : CMD-(CLI) :[write memorylby default from console
- Repeated 1 time.
[1d0h25m] : CMD-(CLI):[show clock]by default from console
[1d0h25m] : CMD-(CLI) : [show version]by default from console
[1d0h25m] : CMD-(CLI) : [show logginglby default from console
[1d0h25m] : CMD-(CLI) : [show command-history]lby default from console

DellEMC# show logging
Syslog logging: enabled
Console logging: disabled
Monitor logging: level debugging
Buffer logging: level debugging, 6 Messages Logged, Size (40960 bytes)
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Trap logging: level informational

Last logging buffer cleared: May 17 15:50:31
1d0h25m $STKUNIT1-M:CP S$FILEMGR-5-FILESAVED: Copied running-config to startup-config in
flash by default
1d0h25m %STKUNIT1-M:CP %$SYS-5-CONFIG I: Configured from console
1d0h24m $STKUNIT1-M:CP $IFMGR-5-OSTATE UP: Changed interface state to up: Te 1/1
1d0h24m $STKUNIT1-M:CP $IFMGR-5-ASTATE UP: Changed interface Admin state to up: Te 1/1
1d0h24m $STKUNIT1-M:CP $IFMGR-5-OSTATE DN: Changed interface state to down: Te 1/1
1d0h24m $STKUNIT1-M:CP $IFMGR-5-ASTATE DN: Changed interface Admin state to down: Te 1/1

Example 4: no service timestamps log

DellEMC (conf) #no service timestamps log

DellEMC#show clock
15:55:12.246 IST Fri May 17 2019

DellEMC# show command-history
[May 17 15:53:10]: CMD-(CLI):[no service timestamps log]lby default from console
[May 17 15:53:16]: CMD-(CLI):[write memorylby default from console

- Repeated 3 times.
[May 17 15:53:22]: CMD-(CLI):[show logging]lby default from console

- Repeated 1 time.
[May 17 15:53:36]: CMD-(CLI):[write memorylby default from console

- Repeated 5 times.
[May 17 15:53:44]: CMD-(CLI):[show logging]lby default from console
[May 17 15:53:53]: CMD-(CLI) :[show command-history]lby default from console
[May 17 15:54:54]: CMD-(CLI):[end]by default from console
[May 17 15:55:00]: CMD-(CLI):[show logginglby default from console
[May 17 15:55:12]: CMD- (CLI):[show clock]by default from console
[May 17 15:55:22]: CMD-(CLI):[show running-config]by default from console
[May 17 15:55:27]: CMD-(CLI):[show command-history]lby default from console

DellEMC# show logging
Syslog logging: enabled
Console logging: disabled
Monitor logging: level debugging
Buffer logging: level debugging, 3 Messages Logged, Size (40960 bytes)
Trap logging: level informational
Last logging buffer cleared: May 17 15:52:54
$STKUNIT1-M:CP %SYS-5-CONFIG I: Configured from console
$STKUNIT1-M:CP S$FILEMGR-5-FILESAVED: Copied running-config to startup-config in flash by
default - repeated 3 times
$STKUNIT1-M:CP $FILEMGR-5-FILESAVED: Copied running-config to startup-config in flash by
default

File Transfer Services

With Dell EMC Networking OS, you can configure the system to transfer files over the network using the file transfer protocol

(FTP).

One FTP application is copying the system image files over an interface on to the system; however, FTP is not supported on
virtual local area network (VLAN) interfaces.

The FTP and TFTP services are enhanced to support the VRF-aware functionality. If you want the FTP or TFTP server to use a

VREF table that is attached to an interface, you must configure the FTP or TFTP server to use a specific routing table. You can

use the ip ftp vrf vrf-nameor ip tftp vrf vrf-name command toinform the FTP or TFTP server to use a specific
routing table. After you configure this setting, the VRF table is used to look up the destination address. However, these changes
are backward-compatible and do not affect existing behavior; meaning, you can still use the source-interface command to

communicate with a particular interface even if no VRF is configured on that interface.

For more information about FTP, refer to RFC 959, File Transfer Protocol.

®| NOTE: To transmit large files, Dell EMC Networking recommends configuring the switch as an FTP server.
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Configuration Task List for File Transfer Services

The configuration tasks for file transfer services are:
e F[Enable FTP Server (mandatory)

e Configure FTP Server Parameters (optional)

e Configure FTP Client Parameters (optional)

Enabling the FTP Server

To enable the system as an FTP server, use the following command.
To view FTP configuration, use the show running-config ftp command in EXEC privilege mode.
e FEnable FTP on the system.

CONFIGURATION mode

ftp-server enable

DellEMC#show running ftp
|

ftp-server enable
ftp-server username nairobi password 0 zanzibar
DellEMC#

Configuring FTP Server Parameters

After you enable the FTP server on the system, you can configure different parameters.
To specify the system logging settings, use the following commands.
e Specify the directory for users using FTP to reach the system.
CONFIGURATION mode
ftp-server topdir dir
The default is the internal flash directory.
e Specify a user name for all FTP users and configure either a plain text or encrypted password.
CONFIGURATION mode
ftp-server username username password [encryption-typel password
Configure the following optional and required parameters:
o wusername: enter a text string.

o encryption-type: enter 0 for plain text or 7 for encrypted text.

o password: enter a text string.

®| NOTE: You cannot use the change directory (cd) command until you have configured ftp-server topdir.

To view the FTP configuration, use the show running-config ftp command in EXEC privilege mode.

Configuring FTP Client Parameters

To configure FTP client parameters, use the following commands.

e Enter the following keywords and the interface information:
o For a 10-Gigabit Ethernet interface, enter the keyword TenGigabitEthernet then the slot/port information.
For a 40-Gigabit Ethernet interface, enter the keyword fortyGigE then the slot/port information.
For a Loopback interface, enter the keyword 1loopback then a number from O to 16383.
For a port channel interface, enter the keywords port-channel then a number.
For a VLAN interface, enter the keyword v1an then a number from 1 to 4094.

o O O O
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CONFIGURATION mode
ip ftp source-interface interface
e Configure a password.
CONFIGURATION mode
ip ftp password password
e Enter a username to use on the FTP client.
CONFIGURATION mode

ip ftp username name

To view the FTP configuration, use the show running-config ftp command in EXEC privilege mode, as shown in the
example for Enable FTP Server.

Terminal Lines

You can access the system remotely and restrict access to the system by creating user profiles.

Terminal lines on the system provide different means of accessing the system. The console line (console) connects you through
the console port in the route processor modules (RPMs). The virtual terminal lines (VTYs) connect you through Telnet to the
system. The auxiliary line (aux) connects secondary devices such as modems.

Denying and Permitting Access to a Terminal Line

Dell EMC Networking recommends applying only standard access control lists (ACLs) to deny and permit access to VTY lines.

e |ayer 3 ACLs deny all traffic that is not explicitly permitted, but in the case of VTY lines, an ACL with no rules does not deny
traffic.

e You cannot use the show ip accounting access-1ist command to display the contents of an ACL that is applied
only to a VTY line.

e \When you use the access-class access-1ist-name command without specifying the ipv4 or ipv6 attribute, both
IPv4 as well as IPv6 rules that are defined in that ACL are applied to the terminal. This method is a generic way of
configuring access restrictions.

e To be able to filter access exclusively using either IPv4 or IPv6 rules, use either the ipv4 or ipv6 attribute along with the
access-class access-1ist-name command. Depending on the attribute that you specify (ipv4 or ipvé), the ACL
processes either IPv4 or IPv6 rules, but not both. Using this configuration, you can set up two different types of access
classes with each class processing either IPv4 or IPv6 rules separately.

To apply an IP ACL to a line, Use the following command.
e Apply an ACL to a VTY line.
LINE mode

access-class access-list-name [ipv4d | 1ipv6]

@ NOTE: If you already have configured generic IP ACL on a terminal line, then you cannot further apply IPv4 or IPv6
specific filtering on top of this configuration. Similarly, if you have configured either IPv4 or IPv6 specific filtering on a
terminal line, you cannot apply generic IP ACL on top of this configuration. Before applying any of these configurations,
you must first undo the existing configuration using the no access-class access-list-name [ipv4 | 1ipv6]
command.

To view the configuration, use the show config command in LINE mode.

DellEMC (config-std-nacl) #show config
|
ip access-list standard myvtyacl

seq 5 permit host 10.11.0.1
DellEMC (config-std-nacl)#line vty O
DellEMC (config-line-vty) #show config
line vty O

access-class myvtyacl

DellEMC (conf-ipvé6-acl) #do show run acl
|
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ip access-list extended testdeny
seq 10 deny ip 30.1.1.0/24 any
seq 15 permit ip any any

|

ip access-list extended testpermit
seq 15 permit ip any any
|

ipv6 access-list testvéedeny
seq 10 deny ipv6 3001::/64 any
seq 15 permit ipvé6 any any

|

DellEMC
DellEMC

conf) #

conf)#line vty 0 O

DellEMC (config-line-vty) #access-class testvb6deny ipv6
DellEMC (config-line-vty) #access-class testvpermit ipv4
DellEMC (config-line-vty) #show c

line vty O

exec-timeout 0 O

access-class testpermit ipv4

access-class testvbdeny ipv6
|

Configuring Login Authentication for Terminal Lines

You can use any combination of up to six authentication methods to authenticate a user on a terminal line.

A combination of authentication methods is called a method list. If the user fails the first authentication method, Dell EMC
Networking OS prompts the next method until all methods are exhausted, at which point the connection is terminated. The
available authentication methods are:

enable Prompt for the enable password.

line Prompt for the password you assigned to the terminal line. Configure a password for the terminal line to
which you assign a method list that contains the line authentication method. Configure a password using
the password command from LINE mode.

local Prompt for the system username and password.

none Do not authenticate the user.

radius Prompt for a username and password and use a RADIUS server to authenticate.
tacacs+ Prompt for a username and password and use a TACACS+ server to authenticate.

1. Configure an authentication method list. You may use a mnemonic name or use the keyword default. The default
authentication method for terminal lines is local and the default method list is empty.

CONFIGURATION mode
aaa authentication login {method-list-name | default} [method-1] [method-2] [method-3]
[method-4] [method-5] [method-6]
2. Apply the method list from Step 1 to a terminal line.
CONFIGURATION mode
login authentication {method-list-name | default}
3. If you used the line authentication method in the method list you applied to the terminal line, configure a password for the
terminal line.
LINE mode

password

In the following example, VTY lines 0-2 use a single authentication method, line.

DellEMC (conf) #aaa authentication login myvtymethodlist line
DellEMC (conf) #line vty 0 2
DellEMC (config-line-vty) #login authentication myvtymethodlist
DellEMC (config-line-vty) #password myvtypassword
DellEMC (config-line-vty) #show config
line vty O
password myvtypassword
login authentication myvtymethodlist

74 Management



line vty 1

password myvtypassword
login authentication myvtymethodlist
line vty 2

password myvtypassword
login authentication myvtymethodlist
DellEMC (config-line-vty) #

Setting Timeout for EXEC Privilege Mode

EXEC timeout is a basic security feature that returns Dell EMC Networking OS to EXEC mode after a period of inactivity on the
terminal lines.

To set timeout, use the following commands.
e Set the number of minutes and seconds. The default is 10 minutes on the console and 30 minutes on VTY. Disable EXEC
time out by setting the timeout period to 0.
LINE mode
exec—-timeout minutes [seconds]
e Return to the default timeout values.
LINE mode

no exec-timeout

The following example shows how to set the timeout period and how to view the configuration using the show config
command from LINE mode.

DellEMC (conf) #1line con O
DellEMC (config-line-console) #fexec-timeout 0
DellEMC (config-line-console) #show config
line console 0

exec—-timeout 0 O
DellEMC (config-line-console) #

Using Telnet to get to Another Network Device

To telnet to another device, use the following commands.

@ NOTE: The device allows 120 Telnet sessions per minute, allowing the login and logout of 10 Telnet sessions, 12 times in a
minute. If the system reaches this non-practical limit, the Telnet service is stopped for 10 minutes. You can use console and
SSH service to access the system during downtime.

e Telnet to a device with an IPv4 or IPv6 address.
EXEC Privilege
telnet [ip-address]
If you do not enter an IP address, Dell EMC Networking OS enters a Telnet dialog that prompts you for one.
Enter an IPv4 address in dotted decimal format (A.B.C.D).
Enter an IPv6 address in the format 0000:0000:0000:0000:0000:0000:0000:0000. Elision of zeros is supported.

DellEMC# telnet 10.11.80.203

Trying 10.11.80.203...

Connected to 10.11.80.203.

Exit character is '~]'.

Login:

Login: admin

Password:

DellEMC>exit

DellEMC#telnet 2200:2200:2200:2200:2200::2201
Trying 2200:2200:2200:2200:2200::2201...
Connected to 2200:2200:2200:2200:2200::2201.
Exit character is '~]'.

FreeBSD/i1386 (freebsd2.forcellOnetworks.com) (ttypl)
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login: admin
DellEMC#

Lock CONFIGURATION Mode

Dell EMC Networking OS allows multiple users to make configurations at the same time. You can lock CONFIGURATION mode
so that only one user can be in CONFIGURATION mode at any time (Message 2).

You can set two types of lockst; auto and manual.

e Set auto-lock using the configuration mode exclusive auto command from CONFIGURATION mode. When you
set auto-lock, every time a user is in CONFIGURATION mode, all other users are denied access. This means that you can exit
to EXEC Privilege mode, and re-enter CONFIGURATION mode without having to set the lock again.

e Set manual lock using the configure terminal lock command from CONFIGURATION mode. When you configure a
manual lock, which is the default, you must enter this command each time you want to enter CONFIGURATION mode and
deny access to others.

Viewing the Configuration Lock Status

If you attempt to enter CONFIGURATION mode when another user has locked it, you may view which user has control of
CONFIGURATION mode using the show configuration lock command from EXEC Privilege mode.

You can then send any user a message using the send command from EXEC Privilege mode. Alternatively, you can clear any line
using the clear command from EXEC Privilege mode. If you clear a console session, the user is returned to EXEC mode.

Example of Locking CONFIGURATION Mode for Single-User Access

DellEMC (conf) #configuration mode exclusive auto
BATMAN (conf) #exit
3d23h35m: %RPMO-P:CP $SYS-5-CONFIG I: Configured from console by console

DellEMC#config
! Locks configuration mode exclusively.
DellEMC (conf) #

If another user attempts to enter CONFIGURATION mode while a lock is in place, the following appears on their terminal
(message 1): $ Error: User "" on line console0O is in exclusive configuration mode.

If any user is already in CONFIGURATION mode when while a lock is in place, the following appears on their terminal
(message 2): % Error: Can't lock configuration mode exclusively since the following users are
currently configuring the system: User "admin" on line vtyl ( 10.1.1.1 ).

@ NOTE: The CONFIGURATION mode lock corresponds to a VTY session, not a user. Therefore, if you configure a lock
and then exit CONFIGURATION mode, and another user enters CONFIGURATION mode, when you attempt to re-enter
CONFIGURATION mode, you are denied access even though you are the one that configured the lock.

®| NOTE: If your session times out and you return to EXEC mode, the CONFIGURATION mode lock is unconfigured.

Recovering from a Forgotten Password

If you configure authentication for the console and you exit out of EXEC mode or your console session times out, you are
prompted for a password to re-enter.

Use the following commands if you forget your password.
1. Log onto the system using the console.
2. Power-cycle the chassis by switching off all of the power modules and then switching them back on.
3. Hit any key to abort the boot process. You enter uBoot immediately, as indicated by the => prompt.
(during bootup)
hit any key
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10.

1.

®| NOTE: You must enter the CLI commands. The system rejects them if they are copied and pasted.

Set the system parameters to ignore the startup configuration file when the system reloads.
uBoot mode

setenv stconfigignore true

To save the changes, use the saveenv command.

uBoot mode

saveenv

Reload the system.

uBoot mode

reset

Copy startup-config.bak to the running config.

EXEC Privilege mode

copy flash://startup-config.bak running-config
Remove all authentication statements you might have for the console.
LINE mode

no authentication login no password

Save the running-config.

EXEC Privilege mode

copy running-config startup-config

Set the system parameters to use the startup configuration file when the system reloads.
uBoot mode

setenv stconfigignore false

Save the running-config.

EXEC Privilege mode

copy running-config startup-config

Recovering from a Forgotten Enable Password

Use the following commands if you forget the enable password.

1.
2.
3.

Log onto the system using the console.

Power-cycle the chassis by switching off all of the power modules and then switching them back on.
Hit any key to abort the boot process. You enter uBoot immediately, as indicated by the => prompt.
(during bootup)

hit any key

®| NOTE: You must enter the CLI commands. The system rejects them if they are copied and pasted.

Set the system parameters to ignore the enable password when the system reloads.
uBoot mode

setenv enablepwdignore true

To save the changes, use the saveenv command.
uBoot mode

saveenv

Reload the system.

uBoot mode

reset

Configure a new enable password.
CONFIGURATION mode
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enable {password | secret | sha256-password}
8. Save the running-config to the startup-config.
EXEC Privilege mode

copy running-config startup-config

Recovering from a Failed Start

A system that does not start correctly might be attempting to boot from a corrupted Dell Networking OS image or from a
mis-specified location.

In this case, you can restart the system and interrupt the boot process to point the system to another boot location. Use the
setenv command, as described in the following steps. For details about the setenv command, its supporting commands, and
other commands that can help recover from a failed start, see the u-Boot chapter in the Dell Networking OS Command Line
Reference Guide.

1. Power-cycle the chassis (pull the power cord and reinsert it).

2. Hit any key to abort the boot process. You enter uBoot immediately, the => prompt indicates success.
(during bootup)
press any key

3. Assign the new location to the Dell Networking OS image it uses when the system reloads.
uBoot mode

setenv [primary image flOboot location | secondary image flOboot location | default image
fl0boot location]

4. Assign an IP address to the Management Ethernet interface.
uBoot mode
setenv ipaddre address

5. Assign an IP address as the default gateway for the system.
uBoot mode
setenv gatewayip address

6. Reload the system.
uBoot mode

reset

Restoring the Factory Default Settings

Restoring the factory-default settings deletes the existing NVRAM settings, startup configuration, and all configured settings
such as, stacking or fanout.

To restore the factory default settings, use the restore factory-defaults stack-unit {stack—unit—number |
all} {clear-all | nvram | bootvar} command in EXEC Privilege mode.

There is no undo for this command.

Important Points to Remember

When you restore all the units in a stack, these units are placed in standalone mode.
When you restore a single unit in a stack, only that unit is placed in standalone mode. No other units in the stack are
affected.

e \When you restore the units in standalone mode, the units remain in standalone mode after the restoration.

e After the restore is complete, the units power cycle immediately.
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The following example illustrates the restore factory-defaults command to restore the factory default settings.

DellEMC#restore factory-defaults stack-unit 0 nvram

hkhhkhkhkkhkhhhkrhkhkhhr bk hkhkhkhhkhkhkhkhrhrhkhkhhr bk hkhhhrhkhkhkhrrkhkhkhhkrhkhkhkhkhkrhkhkhkhrxkkhkhhhxkxkk*xx*x

* Warning - Restoring factory defaults will delete the existing &
* persistent settings (stacking, fanout, etc.) &
* After restoration the unit(s) will be powercycled immediately. o
* Proceed with caution ! &

Ak hkhkhkhkhhhkrhkhkhkhk Ak hkhkhkhhkhkhkhkhhrhkhkhhr bk hkhhhkrhkhkhkhkrrkhkhkhhkrhkhkhkhkhkrhkkhkhkhrxkkhkkhkkhkhxkxkkkx

Proceed with factory settings? Confirm [yes/no]:yes

-- Restore status --
Unit Nvram Config

0 Success

Power-cycling the unit(s).

Restoring Factory Default Environment Variables

The Boot line determines the location of the image that is used to boot up the chassis after restoring factory default settings.
Ideally, these locations contain valid images, using which the chassis boots up.

When you restore factory-default settings, you can either use a flash boot procedure or a network boot procedure to boot the
switch.

Important Points to Remember

e The Chassis remains in boot prompt if none of the partitions contain valid images.
e To enable TFTP boot after restoring factory default settings, you must stop the boot process in BLI.
In case the system fails to reload the image from the partition, perform the following steps:

1. Power-cycle the chassis (pull the power cord and reinsert it).
2. Hit any key to abort the boot process. You enter uBoot immediately, the => prompt indicates success.

(during bootup)
press any key
3. Assign the new location to the Dell EMC Networking OS image it uses when the system reloads.
uBoot mode
=> setenv primary boot fl0boot

Boot variable (f10boot) can take the following values:
e flashO — to boot from flash partition A.

e flash1 — to boot from flash partition B.

e tftp://server-ip/image-file-name — to boot from the network.

4. Assign an IP address to the Management Ethernet interface.
uBoot mode
=> setenv ipaddr ip address
For example, 10.16.150.105.
=> setenv netmask mask
For example, 255.255.0.0.
5. Assign an IP address as the default gateway for the system.

uBoot mode
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=> setenv gatewayip gateway ip address
For example, 10.16.150.254.
6. Save the modified environmental variables.
uBoot mode
=> saveenv
7. Reload the system.
uBoot mode

reset

Dell EMC Networking OS Security Hardening

The security of a network consists of multiple factors. Apart from access to the device, best practices, and implementing
various security features, security also lies with the integrity of the device. If the software itself is compromised, all of the
aforementioned methods become ineffective.

The Dell EMC Networking OS is enhanced verify whether the OS image and the startup configuration file are altered before
loading. This section explains how to configure OS image and startup configuration verification.

Dell EMC Networking OS Image Verification

Dell EMC Networking OS comes with the OS image verification and the startup configuration verification features. When
enabled, these features check the integrity of The OS image and the startup configuration that the system uses while the
system reboots and loads only if they are intact.

Important Points to Remember

The OS image verification feature is disabled by default on the Dell EMC Networking OS.
The OS image verification feature is supported for images stored in the local system only.
The OS image verification feature is not supported when the fastboot or the warmboot features are enabled on the system.

If OS image verification fails after a reload, the system does not load the startup configuration. The System displays an
appropriate error message until the no verified boot command is used on the system.

e After you enable The OS image verification feature, the system prompts you to enter The OS image hash when you upgrade
the Dell EMC Networking OS to a later version. The system checks if your hash matches with The OS image hash only after
reloading.

e After enabling The OS image verification feature, use the verified boot hash command to verify and store the hash
value. If you don’t store the hash value, you cannot reboot the device until you verify The OS image hash.

Enabling and Configuring OS Image Hash Verification

To enable and configure Dell EMC Networking OS image hash verification, follow these steps:
1. Enable the OS image hash verification feature.
CONFIGURATION mode

verified boot

2. Verify the hash checksum of the current OS image file on the local file system.
EXEC Privilege
verified boot hash system-image {A: | B:} hash-value

You can get the hash value for your hashing algorithm from the Dell EMC iSupport page. You can use the MD5, SHAT1, or
SHA256 hash and the Dell EMC Networking OS automatically detects the type of hash.

®| NOTE: The verified boot hash command is only applicable for OS images in the local file system.

3. Save the configuration.
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EXEC Privilege
copy running-configuration startup-configuration

After enabling and configuring OS image hash verification, the device verifies the hash checksum of the OS boot image during
every reload.

DellEMC# verified boot hash system-image A: 619A8C1B7A2BC9692A221E2151B9DAYE

Image Verification for Subsequent OS Upgrades

After enabling OS image hash verification, for subsequent Dell EMC Networking OS upgrades, you must enter the hash
checksum of the new OS image file. To enter the hash checksum during upgrade, follow these steps:

e Use the following command to upgrade the Dell EMC Networking OS and enter the hash value when prompted.
EXEC Privilege

upgrade system

DellEMC# upgrade system tftp://10.16.127.35/FTOS-SE-9.11.0.1 A:

Hash Value: e42e2548783c2d5db239%ea2fa9ded232
EEEEREEEEE RN

Startup Configuration Verification

Dell EMC Networking OS comes with startup configuration verification feature. When enabled, it checks the integrity of the
startup configuration that the system uses while the system reboots and loads only if it is intact.

Important Points to Remember

The startup configuration verification feature is disabled by default on the Dell EMC Networking OS.

The feature is supported for startup configuration files stored in the local system only.

The feature is not supported when the fastboot or the warmboot features are enabled on the system.

If the startup configuration verification fails after a reload, the system does not load your startup configuration.

After enabling the startup configuration verification feature, use the verified boot hash command to verify and store
the hash value. If you don’t store the hash value, you cannot reboot the device until you verify the image hash.

e |f OS image verification fails, the system does not load your startup configuration and displays an error message until you
remove the verified boot command from the configuration.

Dell EMC Networking OS Behavior after System Power-Cycle

If the system reboots due reasons such as power-cycle, the current startup configuration may be different than the one
you verified the hash using the verified boot hash command. When the system comes up, the system may use the
last-verified startup configuration.

Dell EMC Networking recommends backing up the startup configuration to a safe location after you use the verified boot
hash command. When the startup configuration verification fails, you can restore it from the backup.

The system continues to display a message stating that startup configuration verification failed. You can disable the startup
configuration feature either by disabling startup configuration verification or save the running configuration to the startup
configuration and update the hash for the startup configuration.

Enabling and Configuring Startup Configuration Hash Verification

To enable and configure startup configuration hash verification, follow these steps:
1. Enable the startup configuration hash verification feature.
CONFIGURATION mode

verified startup-config

2. Generate the hash checksum for your startup configuration file.
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EXEC Privilege
generate hash {md5 | shal | sha256} {flash://filename | startup-config}
3. Verify the hash checksum of the current startup configuration on the local file system.
EXEC Privilege
verified boot hash startup—config hash-value
@ NOTE: The verified boot hash command is only applicable for the startup configuration file in the local file
system.

After enabling and configuring startup configuration verification, the device verifies the hash checksum of the startup
configuration during every reload.

DellEMC# verified boot hash startup—config 619A8C1lB7A2BCO9692A221E2151B9DAYE

Configuring the root User Password

For added security, you can change the root user password.

If you configure the secure-cli command on the system, the Dell EMC Networking OS resets any previously-configured
root access password without displaying any warning message. With the secure-cli command enabled on the system, the
CONFIGURATION mode does not display the root access password option.

To change the default root user password, follow these steps:
e Change the default root user password.
CONFIGURATION mode

root-access password [encryption-type] root-password

Enter an encryption type for the root password.

o 0 directs the system to store the password as clear text.
o 7 directs the system to store the password with a dynamic salt.
o 9 directs the system to encrypt the clear text password and store the encrypted password in an inaccessible location.

When you configure the root access password, ensure that your password meets the following criteria:

A minimum of eight characters in length

A minimum of one lower case letter (a to z)

A minimum of one upper case letter (A to Z)

A minimum of one numeric character (O to 9)

A minimum of one special character including a space (" "#3%&'()*+,-./:;<=>?@[\]A_" {|}~")

o O O O O

DellEMC) # show running-config | g root
root-access password 7 £4dc0cb9787722dd1084d17£417£164cc7£730d4£03d4£0215294cbd899614e3

Locking Access to GRUB Interface

You can configure the Dell EMC Networking OS to lock the GRUB interface using a password. If you configure a GRUB
password, the system prompts for the password when you try to access the GRUB interface.

After configuring the boot access password, save it to a secure location. If you forget it, you will not
be able to access the options in the startup menu. If you forget both the boot access password and the enable
password, the system may become inaccessible.

To lock the GRUB interface using a password, use the following procedure:

e Configure a GRUB password.
CONFIGURATION mode

boot-access password [encryption-type] boot-password

Enter an encryption type for the boot password.
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o 0 directs the system to store the password as clear text.
o 7 directs the system to store the password with a dynamic salt.

When you configure the root access password, ensure that your password meets the following criteria:

A minimum of eight characters in length

A minimum of one lower case letter (a to z)

A minimum of one upper case letter (A to Z)

A minimum of one numeric character (0 to 9)

A minimum of one special character including a space (" I"#3%&'()*+,-./5<=>?@[\]*_" {|}~")

O O O O O

If you enable the boot access password, the system prompts for a password when you access the GRUB interface.

DellEMC (conf) #boot-access password 7 Hg$7"5HMoiY%

E R I I I I I I I S I S I I S I I R I SR I S I S S S I R b S IR R S I S I SR I S b I IR I SR I SR I S b S P I SR I S b S b I b 2 Sh I b 4

* Warning - boot-access password will enable password protection in *
* GRUB. Keep it safe. Forgetting this password and the CLI password *
* may result in switch becoming inaccessible. o

E R I I I I I I I S I S I S I S I R I S I S I S S SR I R I S IR R S I S I R I S b I S I IR I SR I I S S P I SR I SR E I b I b 2 Sh I b 4

Do you want to configure boot-access password? Proceed [yes/no]:yes
DellEMC (conf) #

Enabling User Lockout for Failed Login Attempts

You can configure the system to lock out local users for a specific period for unsuccessful login attempts.

This feature enhances the security of the switch by locking out the local user account if there are more number of unsuccessful
login attempts than what is configured using the max-retry parameter. To enable the user lock out feature, use the following
commands:

Enable the user lockout feature.
CONFIGURATION

password-attributes user-lockout-period minutes

Enter the duration in minutes.
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802.1X

802.1X is a port-based Network Access Control (PNAC) that provides an authentication mechanism to devices wishing to
attach to a LAN or WLAN. A device connected to a port that is enabled with 802.1X is disallowed from sending or receiving
packets on the network until its identity is verified (through a username and password, for example).

802.1X employs Extensible Authentication Protocol (EAP) to transfer a device’s credentials to an authentication server (typically
RADIUS) using a mandatory intermediary network access device, in this case, a Dell EMC Networking switch. The network
access device mediates all communication between the end-user device and the authentication server so that the network
remains secure. The network access device uses EAP-over-Ethernet (EAPOL) to communicate with the end-user device and
EAP-over-RADIUS to communicate with the server.

@ NOTE: The Dell EMC Networking Operating System (OS) supports 802.1X with EAP-MD5, EAP-OTP, EAP-TLS, EAP-TTLS,
PEAPVO, PEAPV1, and MS-CHAPvV2 with PEAP.

The following figures show how the EAP frames are encapsulated in Ethernet and RADIUS frames.

End-User Device Dell Networking RADIUS Server

inCO033mp

B EAP over LAN (EAPOL)

I EAP over RADIUS

Figure 3. EAP Frames Encapsulated in Ethernet and RADUIS

Preamble | Start Frame | Destination MAC Source MAC Ethernet Type EAPOL Frame
Delimiter |{1:80:c2:200:00:03) | {Auth Port MAC) (0xBEBe|

Range:0-4

Type:0: EAP Packet
1: EAPOL Start
Protocol Version
: EAPOL Logoff - 1) RECkELIvRR fenty
: EAPOL Key T

Bt

EAPOL Encapsulated-ASF-Alert

Range:1-4

Codes:1: Reguest
2: Response L D Length EAP-Method Frame
3. Success | Seq Number |

4: Failure

Range:
Type:1-255

Identity
Notification EAP-

- Len,
NAK 10-255} L
MD-5 Challenge

Dne-Time Challenge
Generic Token Card

o b g

Figure 4. EAP Frames Encapsulated in Ethernet and RADUIS

The authentication process involves three devices:
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e The device attempting to access the network is the supplicant. The supplicant is not allowed to communicate on the
network until the authenticator authorizes the port. It can only communicate with the authenticator in response to 802.1X
reguests.

e The device with which the supplicant communicates is the authenticator. The authenticator is the gate keeper of the
network. It translates and forwards requests and responses between the authentication server and the supplicant. The
authenticator also changes the status of the port based on the results of the authentication process. The Dell EMC
Networking switch is the authenticator.

e The authentication-server selects the authentication method, verifies the information the supplicant provides, and grants it
network access privileges.

Ports can be in one of two states:
e Ports are in an unauthorized state by default. In this state, non-802.1X traffic cannot be forwarded in or out of the port.

e The authenticator changes the port state to authorized if the server can authenticate the supplicant. In this state, network
traffic can be forwarded normally.

®| NOTE: The Dell EMC Networking switches place 802.1X-enabled ports in the unauthorized state by default.
Topics:

*  Port-Authentication Process

e Configuring 802.1X

* Important Points to Remember

*  Enabling 802.1X

¢« Configuring MAC addresses for a do1x Profile
*  Configuring Request Identity Re-Transmissions
. Forcibly Authorizing or Unauthorizing a Port

* Re-Authenticating a Port

*  Configuring Timeouts

¢ Configuring Dynamic VLAN Assignment with Port Authentication
e Guest and Authentication-Fail VLANs

*  Configuring dot1x Profile

*  Configuring the Static MAB and MAB Profile

«  Configuring Critical VLAN

Port-Authentication Process

The authentication process begins when the authenticator senses that a link status has changed from down to up:

1. When the authenticator senses a link state change, it requests that the supplicant identify itself using an EAP Identity
Request frame.

2. The supplicant responds with its identity in an EAP Response Identity frame.

3. The authenticator decapsulates the EAP response from the EAPOL frame, encapsulates it in a RADIUS Access-Request
frame and forwards the frame to the authentication server.

4. The authentication server replies with an Access-Challenge frame. The Access-Challenge frame requests the supplicant to
prove that it is who it claims to be, using a specified method (an EAP-Method). The challenge is translated and forwarded to
the supplicant by the authenticator.

5. The supplicant can negotiate the authentication method, but if it is acceptable, the supplicant provides the Requested
Challenge information in an EAP response, which is translated and forwarded to the authentication server as another
Access-Request frame.

6. If the identity information provided by the supplicant is valid, the authentication server sends an Access-Accept frame
in which network privileges are specified. The authenticator changes the port state to authorized and forwards an EAP
Success frame. If the identity information is invalid, the server sends an Access-Reject frame. If the port state remains
unauthorized, the authenticator forwards an EAP Failure frame.
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Supplicant Authenticator Authentication Server

EAP {Success | Failure}

I EAP over LAN (EAPOL)

I AP over RADIUS

Figure 5. EAP Port-Authentication

EAP over RADIUS

802.1X uses RADIUS to shuttle EAP packets between the authenticator and the authentication server, as defined in RFC 3579.

EAP messages are encapsulated in RADIUS packets as a type of attribute in Type, Length, Value (TLV) format. The Type value
for EAP messages is 79.

Range:1-4

Codes:1: Access-Request
2: Access-Accept Code Identifier Length | Message-Authenticator EAP-Message Attribute
3: Access-Reject Attribute

4: Access-Challenge

=
)

Length EAP-Method Data

E

| Supplicant Requested Credentials )

Figure 6. EAP Over RADIUS

RADIUS Attributes for 802.1X Support

Dell EMC Networking systems include the following RADIUS attributes in all 802.1X-triggered Access-Request messages:

Attribute 31 Calling-station-id: relays the supplicant MAC address to the authentication server.

Attribute 41 NAS-Port-Type: NAS-port physical port type. 15 indicates Ethernet.

Attribute 61 NAS-Port: the physical port number by which the authenticator is connected to the supplicant.
Attribute 81 Tunnel-Private-Group-ID: associate a tunneled session with a particular group of users.

86 802.1X



Configuring 802.1X

Configuring 802.1X on a port is a one-step process.

For more information, refer to Enabling 802.1X.

Related Configuration Tasks

Configuring Request Identity Re-Transmissions
Forcibly Authorizing or Unauthorizing a Port
Re-Authenticating a Port

Configuring Timeouts

Configuring a Guest VLAN

Configuring an Authentication-Fail VLAN

Important Points to Remember

e Dell EMC Networking OS supports 802.1X with EAP-MD5, EAP-OTP, EAP-TLS, EAP-TTLS, PEAPVO, PEAPV1, and MS-
CHAPv2 with PEAP.

All platforms support only RADIUS as the authentication server.

If the primary RADIUS server becomes unresponsive, the authenticator begins using a secondary RADIUS server, if
configured.

802.1X is not supported on port-channels or port-channel members.

The NAS-Port-Type attribute indicates the type of the physical port of the NAS which is authenticating the user. It is used in
Access-Request packets. The value of this attribute is set as Ethernet (15) for both EAP and MAB supplicants.
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Enabling 802.1X

Enable 802.1X globally.

Supplicant Authenticator Authentication Server

—_—— sk e—7MM»

Delliconf)#dotlx authentication
Delliconf)#interface range tengigabitethernet 2/1 - 2
Dell{conf-if-range-te-2/1-2)#dotlx authentication
Delliconf-if-range-te-2/1-2)#show config

I

interface TenGigabitEthernet 2/1

ip address 2.2.2.2/24

dotlx authentication

no shutdown

I

interface TenGigabitEthernet 2/2

ip address 1.0.0.1/24

dotlx authentication

no shutdown

[l EAPover LAN (EAPOL)

I EAPover RADIUS

Figure 7. 802.1X Enabled

1. Enable 802.1X globally.
CONFIGURATION mode
dotlx authentication
2. Enter INTERFACE mode on an interface or a range of interfaces.
INTERFACE mode
interface [range]
3. Enable 802.1X on the supplicant interface only.
INTERFACE mode
dotlx authentication

Verify that 802.1X is enabled globally and at the interface level using the show running-config | find dotlx command
from EXEC Privilege mode.

In the following example, the bold lines show that 802.1X is enabled.

DellEMC#show running-config | find dotlx
dot1x authentication

|

[output omitted]

|

interface TenGigabitEthernet 2/1
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To view 802.1X configuration information for an interface, use the show dotlx interface command.

In the following example, the bold lines show that 802.1X is enabled on all ports unauthorized by default.

Configuring MAC addresses for a do1x Profile

To configure a list of MAC addresses for a dotx profile, use the mac command. You can configure 1to 6 MAC addresses.

The following example configures 2 MAC addresses and then displays these addresses.

no ip address
dot1x authentication
no shutdown

!
DellEMC#

DellEMC#show dotlx interface TenGigabitEthernet 2/1/

802.1x information on Te 2/1/:

Dot1x Status:

Port Control:
Port Auth Status:
Re-Authentication:
Untagged VLAN id:

Guest VLAN:

Guest VLAN id:
Auth-Fail VLAN:
Auth-Fail VLAN id:
Auth-Fail Max-Attempts:
Mac-Auth-Bypass:
Mac-Auth-Bypass Only:

Tx Period:

Quiet Period:

ReAuth Max:

Supplicant Timeout:
Server Timeout:
Re-Auth Interval:
Max-EAP-Req:

Host Mode:

Auth PAE State:
Backend State:

Configure a list of MAC addresses for a dotlx profile.

AUTO

UNAUTHORIZED

Disable
None
Disable
NONE
Disable
NONE

NONE
Disable
Disable

30 seconds
60 seconds
2

30 seconds
30 seconds

3600 seconds

2

SINGLE HOST
Initialize
Initialize

DOT1X PROFILE CONFIG (conf-dot1x-profile)

mac mac-address

mac-address — Enter the keyword mac and type up to the 48— bit MAC addresses using the nn:nn:nn:nn:nn:nn format. A
maximum of 6 MAC addresses are allowed.

DellEMC (conf-dotlx-profile)#mac 00:50:56:AA:01:10 00:50:56:AA:01:11

DellEMC (conf-dotlx-profile) #show config
dotlx profile sample

mac 00:50:56:a2a:01:10

mac 00:50:56:aa:01:11

DellEMC (conf-dotlx-profile) #
DellEMC (conf-dotlx-profile) ffexit

DellEMC (conf) #
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Configuring Request Identity Re-Transmissions

When the authenticator sends a Request Identity frame and the supplicant does not respond, the authenticator waits for 30
seconds and then re-transmits the frame.

The amount of time that the authenticator waits before re-transmitting and the maximum number of times that the
authenticator re-transmits can be configured.
@ NOTE: There are several reasons why the supplicant might fail to respond; for example, the supplicant might have been

booting when the request arrived or there might be a physical layer problem.

To configure re-transmissions, use the following commands.
e Configure the amount of time that the authenticator waits before re-transmitting an EAP Request Identity frame.
INTERFACE mode
dotlx tx-period number
The range is from 1 to 65535 (1 year)
The default is 30.
e Configure the maximum number of times the authenticator re-transmits a Request Identity frame.
INTERFACE mode
dotlx max-eap-req number
The range is from 1 to 10.
The default is 2.

The example in Configuring a Quiet Period after a Failed Authentication shows configuration information for a port for which the
authenticator re-transmits an EAP Request Identity frame after 90 seconds and re-transmits for 10 times.

Configuring a Quiet Period after a Failed Authentication

If the supplicant fails the authentication process, the authenticator sends another Request Identity frame after 30 seconds by

default. You can configure this period.

@ NOTE: The quiet period (dotlx quiet-period) is the transmit interval after a failed authentication; the Request
|dentity Re-transmit interval (dotlx tx-period) is for an unresponsive supplicant.

To configure a quiet period, use the following command.

e Configure the amount of time that the authenticator waits to re-transmit a Request Identity frame after a failed
authentication.

INTERFACE mode

dotlx quiet-period seconds
The range is from 1 to 65535.

The default is 60 seconds.

The following example shows configuration information for a port for which the authenticator re-transmits an EAP Request
|dentity frame:

e after 90 seconds and a maximum of 10 times for an unresponsive supplicant

e re-transmits an EAP Request Identity frame

The bold lines show the new re-transmit interval, new quiet period, and new maximum re-transmissions.

DellEMC (conf-if-range-Te-2/1) #dotlx tx-period 90
DellEMC (conf-if-range-Te-2/1) #dotlx max-eap-req 10
DellEMC (conf-if-range-Te-2/1) #dotlx quiet-period 120
DellEMC#show dotlx interface TenGigabitEthernet 2/1
802.1x information on Te 2/1:

Dotlx Status: Enable

Port Control: AUTO

Port Auth Status: UNAUTHORIZED
Re-Authentication: Disable

Untagged VLAN id: None

Tx Period: 90 seconds
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Quiet Period: 120 seconds

ReAuth Max: 2

Supplicant Timeout: 30 seconds
Server Timeout: 30 seconds
Re-Auth Interval: 3600 seconds
Max-EAP-Req: 10

Auth Type: SINGLE HOST
Auth PAE State: Initialize
Backend State: Initialize

Forcibly Authorizing or Unauthorizing a Port

The 802.1X ports can be placed into any of the three states:

e ForceAuthorized — an authorized state. A device connected to this port in this state is never subjected to the
authentication process, but is allowed to communicate on the network. Placing the port in this state is same as disabling
802.1X on the port.

e ForceUnauthorized — an unauthorized state. A device connected to a port in this state is never subjected to the
authentication process and is not allowed to communicate on the network. Placing the port in this state is the same as
shutting down the port. Any attempt by the supplicant to initiate authentication is ignored.

e Auto — an unauthorized state by default. A device connected to this port in this state is subjected to the authentication
process. If the process is successful, the port is authorized and the connected device can communicate on the network. All
ports are placed in the Auto state by default.

To set the port state, use the following command.

e Place a port in the ForceAuthorized, ForceUnauthorized, or Auto state.
INTERFACE mode
dotlx port-control {force-authorized | force-unauthorized | auto}
The default state is auto.

The example shows configuration information for a port that has been force-authorized.

The bold line shows the new port-control state.

DellEMC (conf-if-Te-1/1) #dotlx port-control force-authorized
DellEMC (conf-if-Te-1/1) #show dotlx interface TenGigabitEthernet 1/1

802.1x information on Te 1/1:

Dotlx Status: Enable

Port Control: FORCE_AUTHORIZED
Port Auth Status: UNAUTHORIZED
Re-Authentication: Disable
Untagged VLAN id: None

Tx Period: 90 seconds
Quiet Period: 120 seconds
ReAuth Max: 2

Supplicant Timeout: 30 seconds
Server Timeout: 30 seconds
Re-Auth Interval: 3600 seconds
Max-EAP-Req: 10

Auth Type: SINGLE HOST
Auth PAE State: Initialize
Backend State: Initialize
Auth PAE State: Initialize
Backend State: Initialize

Re-Authenticating a Port

You can configure the authenticator for periodic re-authentication.

After the supplicant has been authenticated, and the port has been authorized, you can configure the authenticator to re-
authenticate the supplicant periodically. If you enable re-authentication, the supplicant is required to re-authenticate every 3600
seconds by default, and you can configure this interval. You can configure the maximum number of re-authentications as well.
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To configure re-authentication time settings, use the following commands:
e Configure the authenticator to periodically re-authenticate the supplicant.
INTERFACE mode
dotlx reauthentication [interval] seconds
The range is from 1 to 31536000.
The default is 3600.
e Configure the maximum number of times the supplicant can be re-authenticated.
INTERFACE mode
dotlx reauth-max number
The range is from 1 to 10.
The default is 2.

The bold lines show that re-authentication is enabled and the new maximum and re-authentication time period.

DellEMC (conf-if-Te-1/1) #dotlx reauthentication interval 7200
DellEMC (conf-if-Te-1/1) #dotlx reauth-max 10
DellEMC (conf-if-Te-1/1) #do show dotlx interface TenGigabitEthernet 1/1

802.1x information on Te 1/1:

Dotlx Status: Enable

Port Control: FORCE AUTHORIZED
Port Auth Status: UNAUTHORIZED
Re-Authentication: Enable
Untagged VLAN id: None

Tx Period: 90 seconds
Quiet Period: 120 seconds
ReAuth Max: 10

Supplicant Timeout: 30 seconds
Server Timeout: 30 seconds
Re-Auth Interval: 7200 seconds
Max-EAP-Req: 10

Auth Type: SINGLE HOST
Auth PAE State: Initialize
Backend State: Initialize
Auth PAE State: Initialize
Backend State: Initialize

Configuring Timeouts

If the supplicant or the authentication server is unresponsive, the authenticator terminates the authentication process after 30
seconds by default. You can configure the amount of time the authenticator waits for a response.

To terminate the authentication process, use the following commands:
e Terminate the authentication process due to an unresponsive supplicant.
INTERFACE mode
dotlx supplicant-timeout seconds
The range is from 1 to 300.
The default is 30.
e Terminate the authentication process due to an unresponsive authentication server.
INTERFACE mode
dotlx server-timeout seconds
The range is from 1 to 300.
The default is 30.

The example shows configuration information for a port for which the authenticator terminates the authentication process for
an unresponsive supplicant or server after 15 seconds.
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The bold lines show the new supplicant and server timeouts.

DellEMC (conf-if-Te-1/1) #dotlx port-control force-authorized
DellEMC (conf-if-Te-1/1) #do show dotlx interface TenGigabitEthernet 1/1

802.1x information on Te 1/1:

Dotlx Status: Enable

Port Control: FORCE AUTHORIZED
Port Auth Status: UNAUTHORIZED
Re-Authentication: Disable
Untagged VLAN id: None

Guest VLAN: Disable
Guest VLAN id: NONE
Auth-Fail VLAN: Disable
Auth-Fail VLAN id: NONE
Auth-Fail Max-Attempts: NONE

Tx Period: 90 seconds
Quiet Period: 120 seconds
ReAuth Max: 10

Supplicant Timeout: 15 seconds

Server Timeout: 15 seconds

Re-Auth Interval: 7200 seconds
Max-EAP-Req: 10

Auth Type: SINGLE HOST
Auth PAE State: Initialize
Backend State: Initialize

Enter the tasks the user should do after finishing this task (optional).

Configuring Dynamic VLAN Assignment with Port
Authentication

Dell EMC Networking OS supports dynamic VLAN assignment when using 802.1X.

The basis for VLAN assignment is RADIUS attribute 81, Tunnel-Private-Group-ID. Dynamic VLAN assignment uses the standard

dot1x procedure:

1. The host sends a dot1x packet to the Dell EMC Networking system

2. The system forwards a RADIUS REQEST packet containing the host MAC address and ingress port number

3. The RADIUS server authenticates the request and returns a RADIUS ACCEPT message with the VLAN assignment using
Tunnel-Private-Group-ID

The illustration shows the configuration on the Dell EMC Networking system before connecting the end user device in black and
blue text, and after connecting the device in red text. The blue text corresponds to the preceding numbered steps on dynamic
VLAN assignment with 802.1X.
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Delliconf-if-te-1/10)#show config radius-server host 10.11 187169 auth-port 1645 0
interface TenGigabitEthernet 1/10 key 7 3B7a7f2df5969da4

no ip address

switchport e

dotlx authentication o

no shutdow

% @

End-User Device Dell Networking Switch RADIUS Server

Dell{conf-if-vi-400)# show config
interface Vlan 400 3

no ip address

shutdown

Dell#show dotlx interface tengigabitethernet 1/10
x information on Te 1/10:
Enable
AUTO
wuth Status: AUTHORIZED
Re-Authentication: Disable
Untagged VLAN id: 400
30 seconds
60 seconds

Dell#show vlan

Codes: * - Default VLAN, G - GVRP VLANs
Q: U - Untagged, T - Tagged
% - Dotlx untagged, X - Dotlx tagged
G - GVRP tagged

2

: 3 conds
30 seconds
Re-Auth Interval: 3600 seconds
Max-E. L H
Auth SINGLE_HOST
A PAE State: Authenticated

NUM Status Description Q Ports.
Sl Inactive U Te 1/10
400  Inactive

Dell#show vlan

Au
Backend State: Idle

Codes: * - Default VLAN, G - GVRP VLANs
Q: U - Untagged, T - Tagged
% - Dotlx untagged, X - Dotlx tagged
G - GVRP tagged

NUM Status Description Q Ports
* 1 Inactive
400 Active U Te 1/10

Figure 8. Dynamic VLAN Assignment

1. Configure 8021.x globally (refer to Enabling 802.1X) along with relevant RADIUS server configurations (refer to the
illustration inDynamic VLAN Assignment with Port Authentication).

Make the interface a switchport so that it can be assigned to a VLAN.
Create the VLAN to which the interface will be assigned.
Connect the supplicant to the port configured for 802.1X.

Verify that the port has been authorized and placed in the desired VLAN (refer to the illustration in Dynamic VLAN
Assignment with Port Authentication).

o b mn

Guest and Authentication-Fail VLANs

Typically, the authenticator (the Dell system) denies the supplicant access to the network until the supplicant is authenticated.
If the supplicant is authenticated, the authenticator enables the port and places it in either the VLAN for which the port is
configured or the VLAN that the authentication server indicates in the authentication data.

@l NOTE: Ports cannot be dynamically assigned to the default VLAN.

If the supplicant fails authentication, the authenticator typically does not enable the port. In some cases this behavior is not
appropriate. External users of an enterprise network, for example, might not be able to be authenticated, but still need access
to the network. Also, some dumb-terminals, such as network printers, do not have 802.1X capability and therefore cannot
authenticate themselves. To be able to connect such devices, they must be allowed access the network without compromising
network security.

The Guest VLAN 802.1X extension addresses this limitation with regard to non-802.1X capable devices and the Authentication-

fail VLAN 802.1X extension addresses this limitation with regard to external users.

e |f the supplicant fails authentication a specified number of times, the authenticator places the port in the Authentication-fail
VLAN.
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e If a portis already forwarding on the Guest VLAN when 802.1X is enabled, the port is moved out of the Guest VLAN and the
authentication process begins.

Configuring a Guest VLAN

If the supplicant does not respond within a determined amount of time ([reauth-max + 1] * tx-period, the system assumes that
the host does not have 802.1X capability and the port is placed in the Guest VLAN.

®| NOTE: For more information about configuring timeouts, refer to Configuring Timeouts.

Configure a port to be placed in the Guest VLAN after failing to respond within the timeout period using the dot1x guest-
v1lan command from INTERFACE mode. View your configuration using the show config command from INTERFACE mode or
using the show dotlx interface command from EXEC Privilege mode.

Example of Viewing Guest VLAN Configuration

DellEMC (conf-if-Te-2/1) #dotlx guest-vlan 200

DellEMC (conf-if-Te 2/1))#show config
|

interface TenGigabitEthernet 2/1
switchport
dotlx guest-vlan 200
no shutdown

DellEMC (conf-if-Te 2/1))#

Configuring an Authentication-Fail VLAN

If the supplicant fails authentication, the authenticator re-attempts to authenticate after a specified amount of time.

@ NOTE: For more information about authenticator re-attempts, refer to Configuring a Quiet Period after a Failed
Authentication.

You can configure the maximum number of times the authenticator re-attempts authentication after a failure (3 by default),
after which the port is placed in the Authentication-fail VLAN.

Configure a port to be placed in the VLAN after failing the authentication process as specified number of times using the
dotlx auth-fail-vlan command from INTERFACE mode. Configure the maximum number of authentication attempts by
the authenticator using the keyword max-attempts with this command.

Example of Configuring Maximum Authentication Attempts

DellEMC (conf-if-Te-2/1) #dotlx guest-vlan 200
DellEMC (conf-if-Te 2/1) #show config
|
interface TenGigabitEthernet 2/1
switchport
dotlx authentication
dotlx guest-vlan 200
no shutdown
DellEMC (conf-if-Te-2/1)#

DellEMC (conf-if-Te-2/1) #dotlx auth-fail-vlan 100 max-attempts 5

DellEMC (conf-if-Te-2/1) #show config
|

interface TenGigabitEthernet 2/1
switchport
dotlx authentication
dotlx guest-vlan 200
dot1x auth-fail-vlan 100 max-attempts 5
no shutdown
DellEMC (conf-if-Te-2/1) #

View your configuration using the show config command from INTERFACE mode, as shown in the example in Configuring a
Guest VLAN or using the show dotlx interface command from EXEC Privilege mode.
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Example of Viewing Configured Authentication

802.1x information on Te 2/1:

Dotlx Status: Enable

Port Control: FORCE AUTHORIZED
Port Auth Status: UNAUTHORIZED
Re-Authentication: Disable

Untagged VLAN id: None

Guest VLAN: Disabled

Guest VLAN id: 200

Auth-Fail VLAN: Disabled

Auth-Fail VLAN id: 100
Auth-Fail Max-Attempts: 5

Tx Period: 90 seconds
Quiet Period: 120 seconds
ReAuth Max: 10
Supplicant Timeout: 15 seconds
Server Timeout: 15 seconds
Re-Auth Interval: 7200 seconds
Max-EAP-Req: 10

Auth Type: SINGLE HOST
Auth PAE State: Initialize
Backend State: Initialize

Configuring dot1x Profile

You can configure a dot1x profile for defining a list of trusted supplicant MAC addresses. A maximum of 10 dot1x profiles can be
configured. The profile name length is limited to 32 characters. Thedotlx profile {profile-name} command sets the
dot1x profile mode and you can enter profile-related commands, such as the mac command.

To configure a dot1x profile, use the following commands.
e Configure a dotlx profile.

CONFIGURATION mode

dotlx profile {profile-name}

profile—name — Enter the dotlx profile name. The profile name length is limited to 32 characters.

DellEMC (conf) #dotlx profile test
DellEMC (conf-dotlx-profile)#

DellEMC#show dotlx profile

802.1x profile information

Dotlx Profile test
Profile MACs
00:00:00:00:01:11

Configuring the Static MAB and MAB Profile

Enable MAB (mac-auth-bypass) before using the dot1x static-mab command to enable static mab.
To enable static MAB and configure a static MAB profile, use the following commands.

e Configure static MAB and static MAB profile on dotlx interface.
INTERFACE mode
dotlx static-mab profile profile-name

Eenter a name to configure the static MAB profile name. The profile name length is limited to a maximum of 32 characters.

DellEMC (conf-if-Te-2/1) #dotlx static-mab profile sample

DellEMC (conf-if-Te 2/1))#show config
|
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interface TenGigabitEthernet 21

switchport

dotlx static-mab profile sample

no shutdown

DellEMC (conf-if-Te 2/1)) #show dotlx interface TenGigabitEthernet 2/1

802.1x information on Te 2/1:

Dotlx Status:

Port Control:

Port Auth Status:
Re-Authentication:
Untagged VLAN id:
Guest VLAN:

Guest VLAN id:
Auth-Fail VLAN:
Auth-Fail VLAN id:

Auth-Fail Max-Attempts:3

Critical VLAN:
Critical VLAN id:
Mac-Auth-Bypass Only:
Static-MAB:
Static-MAB Profile:
Tx Period:

Quiet Period:
ReAuth Max:
Supplicant Timeout:
Server Timeout:
Re-Auth Interval:
Max-EAP-Req:

Auth Type:

Auth PAE State:
Backend State:

Enable

Auto

AUTHORIZED (STATIC-MAB)
Disable

None

Enable

100

Enable

200

Enable

300

Disable
Enable
Sample

90 seconds
120 seconds
10

30 seconds
30 seconds
7200 seconds
10

SINGLE HOST
Authenticated
Idle

Configuring Critical VLAN

By default, critical-VLAN is not configured. If authentication fails because of a server which is not reachable, user session is
authenticated under critical-VLAN.

To configure a critical-VLAN for users or devices when authenticating server is not reachable, use the following command.

e Enable critical VLAN for users or devices

INTERFACE mode

dotlx critical-vlan [{vlan-id}]

Specify a VLAN interface identifier to be configured as a critical VLAN. The VLAN ID range is 1- 4094.

DellEMC (conf-if-Te-2/1) #dotlx critical-vlan 300

DellEMC (conf-if-Te 2/1)#show config

interface TenGigabitEthernet 2/1

switchport

dotlx critical-vlan 300

no shutdown

DellEMC#show dotlx interface tengigabitethernet 2/1

802.1x information on Te 2/1:

Dotlx Status:

Port Control:

Port Auth Status:
Critical VLAN Enable
Critical VLAN id: 300
Re-Authentication:

Enable
AUTO

AUTHORIZD (MAC-AUTH-BYPASS)

Disable
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Untagged VLAN id:
Guest VLAN:

Guest VLAN id:
Auth-Fail VLAN:
Auth-Fail VLAN id:

Auth-Fail Max-Attempts:

Mac-Auth-Bypass:
Mac-Auth-Bypass Only:
Tx Period:

Quiet Period:
ReAuth Max:
Supplicant Timeout:
Server Timeout:
Re-Auth Interval:
Max-EAP-Req:

Host Mode:

Auth PAE State:
Backend State:
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400

Enable

100

Disable

NONE

NONE

Enable
Enable

3 seconds

60 seconds

2

30 seconds
30 seconds
3600 seconds
2

SINGLE HOST
Authenticated
Idle



Access Control List (ACL) VLAN Groups and
Content Addressable Memory (CAM)

This section describes the access control list (ACL) virtual local area network (VLAN) group, and content addressable memory
(CAM) enhancements.

Topics:

¢« Optimizing CAM Utilization During the Attachment of ACLs to VLANs

e Guidelines for Configuring ACL VLAN Groups

*  Configuring ACL VLAN Groups and Configuring FP Blocks for VLAN Parameters
*  Viewing CAM Usage

¢ Allocating FP Blocks for VLAN Processes

Optimizing CAM Utilization During the Attachment of
ACLs to VLANSs

To minimize the number of entries in CAM, enable and configure the ACL CAM feature. Use this feature when you apply ACLs
to a VLAN (or a set of VLANs) and when you apply ACLs to a set of ports. The ACL CAM feature allows you to effectively use
the Layer 3 CAM space with VLANs and Layer 2 and Layer 3 CAM space with ports.

To avoid using too much CAM space, configure ACL VLAN groups into a single group. A class identifier (Class ID) is assigned

for each of the ACLs attached to the VLAN and this Class ID is used as an identifier or locator in the CAM space instead of the
VLAN ID. This method of processing reduces the number of entries in the CAM area and saves memory space by using the Class
ID for filtering in CAM instead of the VLAN ID.

When you apply an ACL separately on the VLAN interface, each ACL has a mapping with the VLAN and you use more CAM
space. To maximize CAM space, create an ACL VLAN group and attach the ACL with the VLAN members.

The ACL manager application on the router processor (RP1) contains all the state information about all the ACL VLAN groups
that are present. The ACL handler on the control processor (CP) and the ACL agent on the line cards do not contain any
information about the group. After you enter the acl-vlan-group command, the ACL manager application performs the
validation. If the command is valid, it is processed and sent to the agent, if required. If a configuration error is found or if the
maximum limit has exceeded for the ACL VLAN groups present on the system, an error message displays. After you enter the
acl-vlan-group command, the ACL manager application verifies the following parameters:

e Whether the CAM profile is set in virtual flow processing (VFP).
e Whether the maximum number of groups in the system is exceeded.
e Whether the maximum number of VLAN numbers permitted per ACL group is exceeded.

e When a VLAN member that is being added is already a part of another ACL group.

After these verification steps are performed, the ACL manager considers the command valid and sends the information to the
ACL agent on the line card. The ACL manager notifies the ACL agent in the following cases:

e A VLAN member is added or removed from a group and previously associated VLANSs exist in the group.
e The egress ACL is applied or removed from the group and the group contains VLAN members.
e \LAN members are added or deleted from a VLAN, which itself is a group member.

e Aline card returns to the active state after going down and this line card contains a VLAN that is a member of an ACL
group.

e The ACL VLAN group is deleted and it contains VLAN members.
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The ACL manager does not notify the ACL agent in the following cases:

e The ACL VLAN group is created.

e The ACL VLAN group is deleted and it does not contain VLAN members.

e The ACL is applied or removed from a group and the ACL group does not contain a VLAN member.

e The description of the ACL group is added or removed.

Guidelines for Configuring ACL VLAN Groups

Keep the following points in mind when you configure ACL VLAN groups:

e The interfaces where you apply the ACL VLAN group function as restricted interfaces. The ACL VLAN group name identifies
the group of VLANSs that performs hierarchical filtering.

e You can add only one ACL to an interface at a time.

e When you attach an ACL VLAN group to the same interface, validation performs to determine whether the ACL is applied
directly to an interface. If you previously applied an ACL separately to the interface, an error occurs when you attempt to
attach an ACL VLAN group to the same interface.

e The maximum number of members in an ACL VLAN group is determined by the type of switch and its hardware capabilities.
This scaling limit depends on the number of slices that are allocated for ACL CAM optimization. If one slice is allocated, the
maximum number of VLAN members is 256 for all ACL VLAN groups. If two slices are allocated, the maximum number of
VLAN members is 512 for all ACL VLAN groups.

e The maximum number of VLAN groups that you can configure also depends on the hardware specifications of the switch.
Each VLAN group is mapped to a unique ID in the hardware. The maximum number of ACL VLAN groups supported is 31.
Only a maximum of two components (iISCSI counters, Open Flow, ACL optimization, and so on) can be allocated virtual flow
processing slices at a time.

e Port ACL optimization is applicable only for ACLs that are applied without the VLAN range.

e |f you enable the ACL VLAN group capability, you cannot view the statistical details of ACL rules per VLAN and per interface.
You can only view the counters per ACL only using the show ip accounting access list command.

e Within a port, you can apply Layer 2 ACLs on a VLAN or a set of VLANSs. In this case, CAM optimization is not applied.

e To enable optimization of CAM space for Layer 2 or Layer 3 ACLs that are applied to ports, the port number is removed as
a qualifier for ACL application on ports, and port bits are used. When you apply the same ACL to a set of ports, the port
bitmap is set when the ACL flow processor (FP) entry is added. When you remove the ACL from a port, the port bitmap is
removed.

e If you do not attach an ACL to any of the ports, the FP entries are deleted. Similarly, when the same ACL is applied on a set
of ports, only one set of entries is installed in the FP, thereby saving CAM space. Enable optimization using the optimized
option in the ip access-group command. This option is not valid for VLAN and link aggregation group (LAG) interfaces.

Configuring ACL VLAN Groups and Configuring FP
Blocks for VLAN Parameters

This section describes how to optimize CAM blocks by configuring ACL VLAN groups that you can attach to VLAN interfaces. It
also describes how to configure FP blocks for different VLAN operations.

Configuring ACL VLAN Groups

You can create an ACL VLAN group and attach the ACL with the VLAN members. The optimization is applicable only when you
create an ACL VLAN group.

1. Create an ACL VLAN group.
CONFIGURATION mode
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acl-vlan-group {group name}
2. Add a description to the ACL VLAN group.

CONFIGURATION (conf-acl-vl-grp) mode

description description
3. Apply an egress IP ACL to the ACL VLAN group.

CONFIGURATION (conf-acl-vl-grp) mode

ip access-group {group name} out implicit-permit
4. Add VLAN member(s) to an ACL VLAN group.

CONFIGURATION (conf-acl-vl-grp) mode

member vlan {VLAN-range}

5. Display all the ACL VLAN groups or display a specific ACL VLAN group, identified by name.

CONFIGURATION (conf-acl-vl-grp) mode

show acl-vlan-group {group name | detail}

DellEMC#show acl-vlan-group detail

Group Name
TestGroupSeventeenTwenty

Egress IP Acl
SpecialAccessOnlyExpertsAllowed

Vlan Members
100,200,300

Group Name
CustomerNumberIdentificationEleven
Egress IP Acl
AnyEmployeeCustomerElevenGrantedAccess
Vlan Members
2-10,99

Group Name
HostGroup
Egress IP Acl

Group5
Vlan Members

1,1000
DellEMC#

Configuring FP Blocks for VLAN Parameters

To allocate the number of FP blocks for the various VLAN processes on the system, use the cam-acl-vlan command. To
reset the number of FP blocks to the default, use the no version of this command. By default, O groups are allocated for the

ACL in VLAN contentaware processor (VCAP). ACL VLAN groups or CAM optimization is not enabled by default. You also must

allocate the slices for CAM optimization.

1. Allocate the number of FP blocks for VLAN operations.
CONFIGURATION mode
cam-acl-vlan vlanopenflow <0-2>

2. Allocate the number of FP blocks for VLAN iSCSI counters.
CONFIGURATION mode
cam-acl-vlan vlaniscsi <0-2>

3. Allocate the number of FP blocks for ACL VLAN optimization.
CONFIGURATION mode
cam—acl-vlan vlanaclopt <0-2>

4, View the number of FP blocks that is allocated for the different VLAN services.
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EXEC Privilege mode

DellEMC#show cam-usage switch

Stackunit|Portpipe| CAM Partition | Total CAM | Used CAM |Available CAM
E————— | B | EE -t | e E | E———C-C - | EE =
1 | 0 | IN-L2 ACL | 1536 | 0 | 1536
| | OUT-L2 ACL | 206 | 9 | 197
Codes: * - cam usage is above 90%.

Viewing CAM Usage

View the amount of CAM space available, used, and remaining in each partition (including IPv4Flow and Layer 2 ACL sub-
partitions) using the show cam-usage command in EXEC Privilege mode.

Display Layer 2, Layer 3, ACL, or all CAM usage statistics.
EXCE Privilege mode

show cam usage [acl | router | switch]

The following output shows CAM blocks usage for Layer 2 and Layer 3 ACLs and other processes that use CAM space:

DellEMC#show cam-usage

Stackunit|Portpipe| CAM Partition | Total CAM | Used CAM |Available CAM
sS====s== | Se===== | se=====ss=s=o0 | Se===s====  se======e=== | se=========
1 | 0 | IN-L2 ACL | 1536 | 0 | 1536
| | IN-L3 ACL | 1024 | 1 | 1023
| | IN-L3 ECMP GRP | 1024 | 0 | 1024
| | IN-L3 FIB | 49152 | 3 | 49149
| | IN-V6 ACL | 0 | 0 | 0
| | IN-NLB ACL | 0 | 0 | 0
| | IPMAC ACL | 0 | 0 | 0
| | OUT-L2 ACL | 206 | 9 | 197
| | OUT-L3 ACL | 178 | 9 | 169
| | OUT-V6 ACL | 178 | 4 | 174
2 | 0 | IN-L2 ACL | 1536 | 0 | 1536
| | IN-L3 ACL | 1024 | 1 | 1023
| | IN-L3 FIB | 49152 | 3 | 49149
| | IN-V6 ACL | 0 | 0 | 0
| | IN-NLB ACL | 0 | 0 | 0
| | IPMAC ACL | 0 | 0 | 0
| | OUT-L2 ACL | 206 | 9 | 197
| | OUT-L3 ACL | 178 | 9 | 169
| | OUT-V6 ACL | 178 | 4 | 174
3 | 0 | IN-L2 ACL | 1536 | 0 | 1536
| | IN-L3 ACL | 1024 | 1 | 1023
| | IN-L3 FIB | 49152 | 3 | 49149
| | IN-V6 ACL | 0 | 0 | 0
| | IN-NLB ACL | 0 | 0 | 0
| | IPMAC ACL | 0 | 0 | 0
| | OUT-L2 ACL | 206 | 9 | 197
| | OUT-L3 ACL | 178 | 9 | 169
| | OUT-V6 ACL | 178 | 4 | 174
Codes: * - cam usage is above 90%.
The following output displays CAM space usage when you configure Layer 2 and Layer 3 ACLs:
DellEMC#show cam-usage acl
Stackunit|Portpipe| CAM Partition | Total CAM | Used CAM |Available CAM
e e i e i e e e e
1 | 0 | IN-L2 ACL | 1536 | 0 | 1536
| | IN-L3 ACL | 1024 | 1 | 1023
| | IN-L3 ECMP GRP | 1024 | 0 | 1024
| | IN-V6 ACL | 0 | 0 | 0
| | OUT-L2 ACL | 206 | 9 | 197
| | OUT-L3 ACL | 178 | 9 | 169
| | OUT-V6 ACL | 178 | 4 | 174
2 | 0 | IN-L2 ACL | 1536 | 0 | 1536
| | IN-L3 ACL | 1024 | 1 | 1023
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Codes: * - cam usage is above 90%.

The following output displays CAM space usage for

|
|
|
I
l
l
l
l
!

!

IN-V6 ACL
OUT-L2 ACL
OUT-L3 ACL
OUT-V6 ACL
IN-L2 ACL
IN-L3 ACL
IN-V6 ACL
OUT-L2 ACL
OUT-L3 ACL
OUT-V6 ACL

DellEMC#show cam-usage switch

Stackunit|Portpipe|

1 | 0 | IN-L2 ACL
| | OUT-L2 ACL
2 | 0 | IN-L2 ACL
| | OUT-L2 ACL
3 | 0 | IN-L2 ACL
| | OUT-L2 ACL
| | IN-L3 ECMP GRP
Codes: * - cam usage is above 90%.

The following output displays CAM space usage for

DellEMC#show cam-usage router

Stackunit|Portpipe|

Codes: * - cam usage is above 90%.

Allocating FP Blocks for VLAN Processes

IN-L3 ACL

IN-L3 ECMP GRP

IN-V6 ACL
OUT-L3 ACL
OUT-V6 ACL
IN-L3 FIB
IN-L3 ACL
IN-V6 ACL
OUT-L3 ACL
OUT-V6 ACL
IN-L3 FIB
IN-L3 ACL
IN-V6 ACL
OUT-L3 ACL
OUT-V6 ACL

CAM Partition

CAM Partition

206
178
178
1536
1024

206
178
178

Layer 2 ACLs:

| Total CAM

SO OO O oo

| Used CAM

S OORFRPR WD OO, W OWOORFW

|Available CAM

|Available CAM

197
169
174
1536
1023

197
169
174

The VLAN contentaware processor (VCAP) application is a pre-ingress CAP that modifies the VLAN settings before packets are
forwarded. To support ACL CAM optimization, the CAM carving feature is enhanced. A total of four VCAP groups are present:

two fixed groups and two dynamic groups. Of the two dynamic groups, you can allocate zero, one, or two FP blocks to iSCSI
Counters, Open Flow, and ACL Optimization.

You can configure only two of these features at a time.

e To allocate the number of FP blocks for VLAN open flow operations, use the cam-acl-vlan vlanopenflow <0-2>

command.

e To allocate the number of FP blocks for VLAN iSCSI counters, use the cam-acl-vlan vlaniscsi <0-2> command.

e To allocate the number of FP blocks for ACL VLAN optimization, use the cam-acl-vlan vlanaclopt <0-2>command.

To reset the number of FP blocks to the default, use the no version of these commands. By default, zero groups are allocated

for the ACL in VCAP. ACL VLAN groups or CAM optimization is not enabled by default. You must also allocate the slices for

CAM optimization.
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To display the number of FP blocks that is allocated for the different VLAN services, use the show cam-acl-vlan command.
After you configure the ACL VLAN groups, reboot the system to store the settings in nonvolatile storage. During CAM
initialization, the chassis manager reads the NVRAM and allocates the dynamic VCAP regions.
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7

Access Control Lists (ACLs)

This chapter describes access control lists (ACLs), prefix lists, and route-maps.

At their simplest, access control lists (ACLs), prefix lists, and route-maps permit or deny traffic based on MAC and/or IP
addresses. This chapter describes implementing IP ACLs, IP prefix lists and route-maps. For MAC ACLS, refer to Layer 2.

An ACL is essentially a filter containing some criteria to match (examine IP, transmission control protocol [TCP], or user
datagram protocol [UDP] packets) and an action to take (permit or deny). ACLs are processed in sequence so that if a packet
does not match the criterion in the first filter, the second filter (if configured) is applied. When a packet matches a filter, the
switch drops or forwards the packet based on the filter’s specified action. If the packet does not match any of the filters in the
ACL, the packet is dropped (implicit deny).

The number of ACLs supported on a system depends on your content addressable memory (CAM) size. For more information,
refer to User Configurable CAM Allocation and CAM Optimization. For complete CAM profiling information, refer to Content
Addressable Memory (CAM).

You can configure ACLs on VRF instances. In addition to the existing qualifying parameters, Layer 3 ACLs also incorporate VRF
ID as one of the parameters. Using this new capability, you can also configure VRF based ACLs on interfaces.

@l NOTE: You can apply Layer 3 VRF-aware ACLs only at the ingress level.

You can apply VRF-aware ACLs on:

e VRF Instances
e |Interfaces

In order to configure VRF-aware ACLs on VRF instances, you must carve out a separate CAM region. You can use the cam-acl
command for allocating CAM regions. As part of the enhancements to support VRF-aware ACLs, the cam-acl command now
includes the following new parameter that enables you to allocate a CAM region: vrfv4acl.

The order of priority for configuring user-defined ACL CAM regions is as follows:

e V4 ACL CAM
e VRF V4 ACL CAM
e L[2ACL CAM

With the inclusion of VRF based ACLs, the order of precedence of Layer 3 ACL rules is as follows:

Port/VLAN based PERMIT/DENY Rules

Port/VLAN based IMPLICIT DENY Rules

VRF based PERMIT/DENY Rules

VRF based IMPLICIT DENY Rules

NOTE: In order for the VRF ACLs to take effect, ACLs configured in the Layer 3 CAM region must have an implicit-permit
option.

®

You can use the ip access-group command to configure VRF-aware ACLs on interfaces. Using the ip access-group
command, in addition to a range of VLANS, you can also specify a range of VRFs as input for configuring ACLs on interfaces.
The VRF range is from 1 to 511. These ACLs use the existing V4 ACL CAM region to populate the entries in the hardware and do
not require you to carve out a separate CAM region.

@l NOTE: You can configure VRF-aware ACLs on interfaces either using a range of VLANs or a range of VRFs but not both.
Topics:

* |P Access Control Lists (ACLs)

* |IP Fragment Handling

¢ Configure a Standard IP ACL

*  Configure an Extended IP ACL

. Configure Layer 2 and Layer 3 ACLs
e Assign an IP ACL to an Interface

*  Applying an IP ACL
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e Configure Ingress ACLs

¢« Configure Egress ACLs

* |IP Prefix Lists

*  ACL Remarks

* ACL Resequencing

. Route Maps

* Important Points to Remember
e Logging of ACL Processes

*  Flow-Based Monitoring

IP Access Control Lists (ACLs)

In Dell EMC Networking switch/routers, you can create two different types of IP ACLs: standard or extended.

A standard ACL filters packets based on the source IP packet. An extended ACL filters traffic based on the following criteria:
e |P protocol number

Source IP address

Destination IP address

Source TCP port number

Destination TCP port number

Source UDP port number

Destination UDP port number

For more information about ACL options, refer to the Dell EMC Networking OS Command Reference Guide.

For extended ACL, TCP, and UDP filters, you can match criteria on specific or ranges of TCP or UDP ports. For extended ACL
TCP filters, you can also match criteria on established TCP sessions.

When creating an access list, the sequence of the filters is important. You have a choice of assigning sequence numbers to
the filters as you enter them, or the Dell EMC Networking Operating System (OS) assigns numbers in the order the filters
are created. The sequence numbers are listed in the display output of the show configand show ip accounting
access-1list commands.

Ingress and egress Hot Lock ACLs allow you to append or delete new rules into an existing ACL (already written into CAM)
without disrupting traffic flow. Existing entries in the CAM are shuffled to accommodate the new entries. Hot lock ACLs are
enabled by default and support both standard and extended ACLs and on all platforms.

®| NOTE: Hot lock ACLs are supported for Ingress ACLs only.

CAM Usage

The following section describes CAM allocation and CAM optimization.
e User Configurable CAM Allocation
e CAM Optimization

User Configurable CAM Allocation

Allocate space for IPV6 ACLs by using the cam-acl command in CONFIGURATION mode.

The CAM space is allotted in filter processor (FP) blocks. The total space allocated must equal 13 FP blocks. (There are 16 FP
blocks, but System Flow requires three blocks that cannot be reallocated.)

Enter the ipvé6acl allocation as a factor of 2 (2, 4, 6, 8, 10). All other profile allocations can use either even or odd numbered
ranges.

If you want to configure ACL's on VRF instances, you must allocate a CAM region using the vrfv4acl option in the cam-acl
command.

Save the new CAM settings to the startup-config (use write-mem or copy run start) then reload the system for the new
settings to take effect.
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CAM Optimization

When you enable this command, if a policy map containing classification rules (ACL and/or dscp/ ip-precedence rules) is applied
to more than one physical interface on the same port-pipe, only a single copy of the policy is written (only one FP entry is used).
When you disable this command, the system behaves as described in this chapter.

Test CAM Usage

This command applies to both IPv4 and IPv6 CAM profiles, but is best used when verifying QoS optimization for IPv6 ACLs.

To determine whether sufficient ACL CAM space is available to enable a service-policy, use this command. To verify the actual
CAM space required, create a class map with all the required ACL rules, then execute the test cam-usage command in
Privilege mode. The following example shows the output when executing this command. The status column indicates whether
you can enable the policy.

Example of the test cam-usage Command
DellEMC#test cam-usage service-policy input asd stack-unit 1 port-set 0

Stack-unit|Portpipe|CAM Partition]|Available CAM|Estimated CAM per Port|Status

1] 1] IPv4Flow| 232 O0lAllowed
DellEMC#

Implementing ACLs on Dell EMC Networking OS

You can assign one IP ACL per interface. If you do not assign an IP ACL to an interface, it is not used by the software.
The number of entries allowed per ACL is hardware-dependent.

If counters are enabled on ACL rules that are already configured, those counters are reset when a new rule which is inserted
or prepended or appended requires a hardware shift in the flow table. Resetting the counters to O is transient as the proginal
counter values are retained after a few seconds. If there is no need to shift the flow in the hardware, the counters are not
affected. This is applicable to the following features:

e |2 Ingress Access list

e |2 Egress Access list

In the Dell EMC Networking OS versions prior to 9.13(0.0), the system does not install any of your ACL rules if the available
CAM space is lesser than what is required for your set of ACL rules. Effective with the Dell EMC Networking OS version
9.13(0.0), the system installs your ACL rules until all the allocated CAM memory is used. If there is no implicit permit in your rule,

the Dell EMC Networking OS ensures that an implicit deny is installed at the end of your rule. This behavior is applicable for IPv4
and IPv6 ingress and egress ACLs.

@ NOTE: System access lists (system-flow entries) are pre-programmed in the system for lifting the control-plane packets
destined for the local device which the CPU needs to process. The system access lists always override the user configured

access lists. Even if you configure ACL to block certain hosts, control plane protocols such as, ARP, BGP, LACP, VLT, VRRP
and so on, associated with such hosts cannot be blocked.

Assigning ACLs to VLANSs

When you apply an ACL to a VLAN using single port-pipe, a copy of the ACL entries gets installed in the ACL CAM on the
port-pipe. The entry looks for the incoming VLAN in the packet. When you apply an ACL on individual ports of a VLAN, separate
copies of the ACL entries are installed for each port belonging to a port-pipe.

You can use the 1og keyword to log the details about the packets that match. The control processor becomes busy based on
the number of packets that match the log entry and the rate at which the details are logged in. However, the route processor
(RP) is unaffected. You can use this option for debugging issues related to control traffic.
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ACL Optimization

If an access list contains duplicate entries, Dell EMC Networking OS deletes one entry to conserve CAM space.

Standard and extended ACLs take up the same amount of CAM space. A single ACL rule uses two CAM entries to identify
whether the access list is a standard or extended ACL.

Determine the Order in which ACLs are Used to Classify Traffic

When you link class-maps to queues using the service-queue command, Dell EMC Networking OS matches the class-maps
according to queue priority (queue numbers closer to O have lower priorities).

As shown in the following example, class-map cmap2 is matched against ingress packets before cmap?.

ACLs acl1 and acl2 have overlapping rules because the address range 20.1.1.0/24 is within 20.0.0.0/8. Therefore (without the
keyword order), packets within the range 20.1.1.0/24 match positive against cmap? and are buffered in queue 7, though you
intended for these packets to match positive against cmap2 and be buffered in queue 4.

In cases where class-maps with overlapping ACL rules are applied to different queues, use the order keyword to specify the
order in which you want to apply ACL rules. The order can range from O to 254. Dell EMC Networking OS writes to the CAM
ACL rules with lower-order numbers (order numbers closer to 0) before rules with higher-order numbers so that packets are
matched as you intended. By default, all ACL rules have an order of 255.

Example of the order Keyword to Determine ACL Sequence

DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC
DellEMC

conf)#ip access-1list standard acll

config-std-nacl) #permit 20.0.0.0/8
config-std-nacl) #exit

conf)#ip access-1list standard acl?2

config-std-nacl) #permit 20.1.1.0/24 order O
config-std-nacl) #exit

conf) #class-map match-all cmapl

conf-class-map) #match ip access-group acll
conf-class-map) #exit

conf) #class-map match-all cmap?2

conf-class-map) #match ip access-group acl2
conf-class—-map) #exit

conf) #policy-map-input pmap

conf-policy-map-in) #service-queue 7 class-map cmapl
conf-policy-map-in) #service-queue 4 class-map cmap?2
conf-policy-map-in) fexit

conf) #interface te 10/1

conf-if-te-10/1) #service-policy input pmap

IP Fragment Handling

Dell EMC Networking OS supports a configurable option to explicitly deny IP fragmented packets, particularly second and
subsequent packets.

It extends the existing ACL command syntax with the fragments keyword for all Layer 3 rules applicable to all Layer protocols
(permit/deny ip/tcp/udp/icmp).
e Both standard and extended ACLs support IP fragments.

e Second and subsequent fragments are allowed because a Layer 4 rule cannot be applied to these fragments. If the packet is
to be denied eventually, the first fragment would be denied and hence the packet as a whole cannot be reassembled.
Implementing the required rules uses a significant number of CAM entries per TCP/UDP entry.

For IP ACL, Dell EMC Networking OS always applies implicit deny. You do not have to configure it.

For IP ACL, Dell EMC Networking OS applies implicit permit for second and subsequent fragment just prior to the implicit
deny.

If you configure an explicit deny, the second and subsequent fragments do not hit the implicit permit rule for fragments.
Loopback interfaces do not support ACLs using the IP fragment option. If you configure an ACL with the fragments
option and apply it to a Loopback interface, the command is accepted but the ACL entries are not actually installed the
offending rule in CAM.
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IP Fragments ACL Examples

The following examples show how you can use ACL commands with the fragment keyword to filter fragmented packets.

The following configuration permits all packets (both fragmented and non-fragmented) with destination IP 10.1.1.1. The second
rule does not get hit at all.

Example of Permitting All Packets on an Interface

DellEMC
DellEMC
DellEMC
DellEMC

conf) #ip access-list extended ABC
conf-ext-nacl) #permit ip any 10.1.1.1/32
conf-ext-nacl) #deny ip any 10.1.1.1/32 fragments
conf-ext-nacl)

To deny the second/subsequent fragments, use the same rules in a different order. These ACLs deny all second and subsequent
fragments with destination IP 10.1.1.1 but permit the first fragment and non-fragmented packets with destination IP 10.1.1.1.

Example of Denying Second and Subsequent Fragments

DellEMC (conf) #ip access-1list extended ABC

DellEMC (conf-ext-nacl) #deny ip any 10.1.1.1/32 fragments
DellEMC (conf-ext-nacl) #permit ip any 10.1.1.1/32
DellEMC (conf-ext-nacl)

Layer 4 ACL Rules Examples

The following examples show the ACL commands for Layer 4 packet filtering.

Permit an ACL line with L3 information only, and the fragments keyword is present: If a packet’s L3 information
matches the L3 information in the ACL line, the packet's FO is checked.

e |f a packet's FO > 0, the packet is permitted.

e |f a packet's FO = 0, the next ACL entry is processed.

Deny ACL line with L3 information only, and the fragments keyword is present:|f a packet's L3 information does match
the L3 information in the ACL line, the packet's FO is checked.

e |f a packet's FO > 0, the packet is denied.

e |f a packet's FO = 0, the next ACL line is processed.

In this first example, TCP packets from host 10.1.1.1 with TCP destination port equal to 24 are permitted. All others are denied.
Example of Permitting All Packets from a Specified Host

DellEMC
DellEMC
DellEMC
DellEMC

conf)#ip access-list extended ABC

conf-ext-nacl) #permit tcp host 10.1.1.1 any eq 24
conf-ext-nacl) #deny ip any any fragment

conf-ext-nacl)

In the following example, the TCP packets that are first fragments or non-fragmented from host 10.1.1.1 with TCP destination
port equal to 24 are permitted. Additionally, all TCP non-first fragments from host 10.1.1.1 are permitted. All other IP packets
that are non-first fragments are denied.

Example of Permitting Only First Fragments and Non-Fragmented Packets from a Specified Host

DellEMC (conf) #ip access-1list extended ABC

DellEMC (conf-ext-nacl) #permit tcp host 10.1.1.1 any eq 24
DellEMC (conf-ext-nacl) #permit tcp host 10.1.1.1 any fragment
DellEMC (conf-ext-nacl) #deny ip any any fragment

DellEMC (conf-ext-nacl)

To log all the packets denied and to override the implicit deny rule and the implicit permit rule for TCP/ UDP fragments, use a
configuration similar to the following.

Example of Logging Denied Packets

DellEMC (conf) #ip access-list extended ABC
DellEMC (conf-ext-nacl) #permit tcp any any fragment
DellEMC (conf-ext-nacl) #permit udp any any fragment
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DellEMC (conf-ext-nacl) #deny ip any any log
DellEMC (conf-ext-nacl)
When configuring ACLs with the fragments keyword, be aware of the following.
When an ACL filters packets, it looks at the fragment offset (FO) to determine whether it is a fragment.

e FO = 0 means it is either the first fragment or the packet is a non-fragment.
e FO > 0 means it is dealing with the fragments of the original packet.

Configure a Standard IP ACL

To configure an ACL, use commands in IP ACCESS LIST mode and INTERFACE mode.

For a complete list of all the commands related to IP ACLs, refer to the Dell EMC Networking OS Command Line Interface
Reference Guide. To set up extended ACLs, refer to Configure an Extended IP ACL.

A standard IP ACL uses the source IP address as its match criterion.
1. Enter IP ACCESS LIST mode by naming a standard IP access list.
CONFIGURATION mode
ip access-list standard access-1listname
2. Configure a drop or forward filter.
CONFIG-STD-NACL mode
seq sequence-number {deny | permit} {source [mask] | any | host ip-address} [count [byte]

[dscp] [order] [monitor [session-id]] [fragments]

@ NOTE: When assigning sequence numbers to filters, keep in mind that you might need to insert a new filter. To prevent
reconfiguring multiple filters, assign sequence numbers in multiples of five.

To view the rules of a particular ACL configured on a particular interface, use the show ip accounting access-list
ACL-name interface interface command in EXEC Privilege mode.

The following is an example of viewing the rules of a specific ACL on an interface.
DellEMC#show ip accounting access-list ToOspf interface gig 1/6

Standard IP access list ToOspf
seq 5 deny any

seq 10 deny 10.2.0.0 /16
seq 15 deny 10.3.0.0 /16
seq 20 deny 10.4.0.0 /16
seq 25 deny 10.5.0.0 /16
seq 30 deny 10.6.0.0 /16
seq 35 deny 10.7.0.0 /16
seq 40 deny 10.8.0.0 /16
seq 45 deny 10.9.0.0 /16
seq 50 deny 10.10.0.0 /16

DellEMC#

The following example shows how the seq command orders the filters according to the sequence number assigned. In the
example, filter 25 was configured before filter 15, but the show config command displays the filters in the correct order.

DellEMC (config-std-nacl) #seq 25 deny ip host 10.5.0.0 any log
DellEMC (config-std-nacl) #seq 15 permit tcp 10.3.0.0 /16 any monitor 300
DellEMC (config-std-nacl) #show config
|
ip access-list standard dilling
seq 15 permit tcp 10.3.0.0/16 any monitor 300
seq 25 deny ip host 10.5.0.0 any log
DellEMC (config-std-nacl) #

To delete a filter, use the no seq sequence-number command in IP ACCESS LIST mode. If you are creating a standard ACL

with only one or two filters, you can let Dell EMC Networking OS assign a sequence number based on the order in which the
filters are configured. The software assigns filters in multiples of 5.
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Configuring a Standard IP ACL Filter

If you are creating a standard ACL with only one or two filters, you can let Dell EMC Networking OS assign a sequence number
based on the order in which the filters are configured. The software assigns filters in multiples of five.

1. Configure a standard IP ACL and assign it a unique name.
CONFIGURATION mode

ip access-list standard access-list-name

2. Configure a drop or forward IP ACL filter.
CONFIG-STD-NACL mode

{deny | permit} {source [mask] | any | host ip-address} [count [byte] [dscp] [order]
[monitor [session-id]] [fragments]

When you use the 1og keyword, the CP logs details about the packets that match. Depending on how many packets match

the log entry and at what rate, the CP may become busy as it has to log these packets’ details. The following example shows a
standard IP ACL in which Dell EMC Networking OS assigns the sequence numbers. The filters were assigned sequence numbers
based on the order in which they were configured (for example, the first filter was given the lowest sequence number). The
show config command in IP ACCESS LIST mode displays the two filters with the sequence numbers 5 and 10.

DellEMC (config-route-map) #ip access standard acll
DellEMC (config-std-nacl) #permit 10.1.0.0/16 monitor 177

DellEMC (config-std-nacl) #show config
|

ip access-list standard acll

seq 5 permit 10.1.0.0/16 monitor 177
DellEMC (config-std-nacl) #

To view all configured IP ACLs, use the show ip accounting access-1ist command in EXEC Privilege mode.

The following examples shows how to view a standard ACL filter sequence for an interface.

DellEMC#show ip accounting access example interface gig 4/12
Extended IP access list example
seq 15 deny udp any any eq 111
seq 20 deny udp any any eq 2049
seq 25 deny udp any any eq 31337
seq 30 deny tcp any any range 12345 12346
seq 35 permit udp host 10.21.126.225 10.4.5.0 /28 monitor 300
seq 40 permit udp host 10.21.126.226 10.4.5.0 /28
seq 45 permit udp 10.8.0.0 /16 10.50.188.118 /31 range 1812 1813
seq 50 permit tcp 10.8.0.0 /16 10.50.188.118 /31 eqg 49 monitor 349
seq 55 permit udp 10.15.1.0 /24 10.50.188.118 /31 range 1812 1813

To delete a filter, enter the show config command in IP ACCESS LIST mode and locate the sequence number of the filter you
want to delete. Then use the no seq sequence-number command in IP ACCESS LIST mode.

Configure an Extended IP ACL

Extended IP ACLs filter on source and destination IP addresses, IP host addresses, TCP addresses, TCP host addresses, UDP
addresses, and UDP host addresses.

The traffic passes through the filter in the order of the filter's sequence and hence you can configure the extended IP ACL by
first entering IP ACCESS LIST mode, and then assigning a sequence number to the filter.

Configuring Filters with a Sequence Number

To configure filters with a sequence number, use the following commands.
1. Enter IP ACCESS LIST mode by creating an extended IP ACL.
CONFIGURATION mode

ip access-list extended access-list-name

2. Configure a drop or forward filter.
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CONFIG-EXT-NACL mode

seq sequence-number {deny | permit} {ip-protocol-number | icmp | ip | tcp | udp} {source
mask | any | host ip-address} {destination mask | any | host ip-address} [operator
[portnumber ] [count [byte]] [order] [monitor [session-id]] [fragments]

When you use the 1og keyword, the CP logs details about the packets that match. Depending on how many packets match the
log entry and at what rate, the CP may become busy as it has to log these packets’ details.

Configure Filters, TCP Packets

To create a filter for TCP packets with a specified sequence number, use the following commands.
1. Create an extended IP ACL and assign it a unique name.

CONFIGURATION mode

ip access-list extended access-list-name
2. Configure an extended IP ACL filter for TCP packets.

CONFIG-EXT-NACL mode

seq sequence-number {deny | permit} tcp {source mask | any | host ip-address} [count
[byte]] [order] [monitor [session-id]] [fragments]

Configure Filters, UDP Packets

To create a filter for UDP packets with a specified sequence number, use the following commands.
1. Create an extended IP ACL and assign it a unique name.

CONFIGURATION mode

ip access-list extended access-list-name
2. Configure an extended IP ACL filter for UDP packets.

CONFIG-EXT-NACL mode

seq sequence-number {deny | permit} tcp {source mask | any | host ip-address} [count
[byte]l] [order] [monitor [session-id]] [fragments]

When you create the filters with a specific sequence number, you can create the filters in any order and the filters are placed in
the correct order.

@ NOTE: When assigning sequence numbers to filters, you may have to insert a new filter. To prevent reconfiguring multiple
filters, assign sequence numbers in multiples of five or another number.

The example below shows how the seq command orders the filters according to the sequence number assigned. In the example,
filter 15 was configured before filter 5, but the show config command displays the filters in the correct order.

any log monitor 501

DellEMC (config-ext-nacl) #seq 15 deny ip host 112.45.0.0
3.45 0.0.255.255 any

DellEMC (config-ext-nacl) #seq 5 permit tcp 12.1.

DellEMC (config-ext-nacl) #show config
I

ip access-list extended dilling

seq 5 permit tcp 12.1.0.0 0.0.255.255 any

seq 15 deny ip host 112.45.0.0 any log monitor 501
DellEMC (config-ext-nacl) #

Configuring Filters Without a Sequence Number

If you are creating an extended ACL with only one or two filters, you can let Dell EMC Networking OS assign a sequence number
based on the order in which the filters are configured. Dell EMC Networking OS assigns filters in multiples of five.

To configure a filter for an extended IP ACL without a specified sequence number, use any or all of the following commands:
e Configure a deny or permit filter to examine IP packets.

CONFIG-EXT-NACL mode
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{deny | permit} {source mask | any | host ip-address} [count [byte]] [order] [monitor
[session-id]] [fragments]

e Configure a deny or permit filter to examine TCP packets.
CONFIG-EXT-NACL mode
{deny | permit} tcp {source mask] | any | host ip-address}} [count [byte]] [order]
[monitor [session-id]] [fragments]

e Configure a deny or permit filter to examine UDP packets.
CONFIG-EXT-NACL mode

{deny | permit} udp {source mask | any | host ip-address}} [count [byte]] [order]
[monitor [session-id]] [fragments]

When you use the 1og keyword, the CP logs details about the packets that match. Depending on how many packets match the
log entry and at what rate, the CP may become busy as it has to log these packets’ details. The following example shows an
extended IP ACL in which the sequence numbers were assigned by the software. The filters were assigned sequence numbers
based on the order in which they were configured (for example, the first filter was given the lowest sequence number). The
show config command in IP ACCESS LIST mode displays the two filters with the sequence numbers 5 and 10.

DellEMC (config-ext-nacl) #deny tcp host 123.55.34.0 any
DellEMC (config-ext-nacl) #permit udp 154.44.123.34 0.0.255.255 host 34.6.0.0 monitor 111

DellEMC (config-ext-nacl) #show config
|
ip access-list extended nimule
seq 5 deny tcp host 123.55.34.0 any
seq 10 permit udp 154.44.0.0 0.0.255.255 host 34.6.0.0 monitor 111
DellEMC (config-ext-nacl) #

To view all configured IP ACLs and the number of packets processed through the ACL, use the show ip accounting
access-1list command in EXEC Privilege mode, as shown in the first example in Configure a Standard IP ACL Filter.

Configure Layer 2 and Layer 3 ACLs

Both Layer 2 and Layer 3 ACLs may be configured on an interface in Layer 2 mode.

If both L2 and L3 ACLs are applied to an interface, the following rules apply:

e When Dell EMC Networking OS routes the packets, only the L3 ACL governs them because they are not filtered against an
L2 ACL.

e When Dell EMC Networking OS switches the packets, first the L3 ACL filters them, then the L2 ACL filters them.
e When Dell EMC Networking OS switches the packets, the egress L3 ACL filters the packet.

For the following features, if you enable counters on rules that have already been configured and a new rule is either inserted or
prepended, all the existing counters are reset:

e |2 ingress access list
e |3 egress access list
e |2 egress access list
If a rule is simply appended, existing counters are not affected.

Table 6. L2 and L3 Filtering on Switched Packets

L2 ACL Behavior L3 ACL Behavior Decision on Targeted Traffic
Deny Deny L3 ACL denies.

Deny Permit L3 ACL permits.

Permit Deny L3 ACL denies.

Permit Permit L3 ACL permits.

@ NOTE: If you configure an interface as a vlan-stack access port, only the L2 ACL filters the packets. The L3 ACL applied to
such a port does not affect traffic. That is, existing rules for other features (such as trace-list, policy-based routing [PBR],
and QoS) are applied to the permitted traffic.

For information about MAC ACLs, refer to Layer 2.
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Assign an IP ACL to an Interface

To pass traffic through a configured IP ACL, assign that ACL to a physical interface, a port channel interface, or a VLAN.

The IP ACL is applied to all traffic entering a physical or port channel interface and the traffic is either forwarded or dropped
depending on the criteria and actions specified in the ACL.

The same ACL may be applied to different interfaces and that changes its functionality. For example, you can take ACL “ABCD”
and apply it using the in keyword and it becomes an ingress access list. If you apply the same ACL using the out keyword, it
becomes an egress access list. If you apply the same ACL to the Loopback interface, it becomes a Loopback access list.

Applying an IP ACL

To apply an IP ACL (standard or extended) to a physical or port channel interface, use the following commands.
1. Enter the interface number.
CONFIGURATION mode
interface interface slot/port
2. Configure an IP address for the interface, placing it in Layer-3 mode.
INTERFACE mode
ip address ip-address
3. Apply an IP ACL to traffic entering or exiting an interface.
INTERFACE mode

ip access-group access-list-name {in} [implicit-permit] [vlan vlan-range | vrf vrf-range]
[layer3]

@ NOTE:
e The number of entries allowed per ACL is hardware-dependent. For detailed specification about entries allowed per

ACL, refer to your line card documentation.

e One of the usage scenarios is to avoid ACL being applied on the L2 traffic which comes in via ICL. The layer 3
keyword can be used at the VLAN level.

4. Apply rules to the new ACL.
INTERFACE mode
ip access-list [standard | extended] name

To view which IP ACL is applied to an interface, use the show config command in INTERFACE mode, or use the show
running-config command in EXEC mode.

DellEMC (conf-if) #show conf
|

interface TenGigabitEthernet 1/1
ip address 10.2.1.100 255.255.255.0
ip access-group nimule in
no shutdown

DellEMC (conf-if) #

To filter traffic on Telnet sessions, use only standard ACLs in the access-class command.

Counting ACL Hits

You can view the number of packets matching the ACL by using the count option when creating ACL entries.

1. Create an ACL that uses rules with the count option. Refer to Configure a Standard IP ACL Filter.
2. Apply the ACL as an inbound or outbound ACL on an interface.
3. show ip accounting access-list

EXEC Privilege mode

View the number of packets matching the ACL.
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Configure Ingress ACLs

Ingress ACLs are applied to interfaces and to traffic entering the system.

These system-wide ACLs eliminate the need to apply ACLs onto each interface and achieves the same results. By localizing
target traffic, it is a simpler implementation.

To create an ingress ACL, use the ip access-group command in EXEC Privilege mode. The example shows applying the
ACL, rules to the newly created access group, and viewing the access list.

Example of Applying ACL Rules to Ingress Traffic and Viewing ACL Configuration

To specify ingress, use the in keyword. Begin applying rules to the ACL with the ip access-1ist extended abcd
command. To view the access-list, use the show command.

DellEMC (conf) #interface tengigabitethernet 1/1
DellEMC (conf-if-tel/1) #ip access-group abcd in

DellEMC (conf-if-tel/1) #show config
|

tengigabitethernet 1/1

no ip address

ip access-group abcd in

no shutdown
DellEMC (conf-if-tel/1) #end
DellEMC#configure terminal
DellEMC (conf) #ip access-list extended abcd
DellEMC (config-ext-nacl) #permit tcp any any
DellEMC (config-ext-nacl) #deny icmp any any
DellEMC (config-ext-nacl) #permit 1.1.1.2
DellEMC (config-ext-nacl) #end

DellEMC#show ip accounting access-list
|

Extended Ingress IP access list abcd on tengigabitethernet 1/1
seq 5 permit tcp any any
seq 10 deny icmp any any

seq 15 permit 1.1.1.2

Configure Egress ACLs

Egress ACLs are applied to line cards and affect the traffic leaving the system. Configuring egress ACLs onto physical interfaces
protects the system infrastructure from attack — malicious and incidental — by explicitly allowing only authorized traffic. These
system-wide ACLs eliminate the need to apply ACLs onto each interface and achieves the same results. By localizing target
traffic, it is a simpler implementation.

To restrict egress traffic, use an egress ACL. For example, when a denial of service (DOS) attack traffic is isolated to a specific
interface, you can apply an egress ACL to block the flow from the exiting the box, thus protecting downstream devices.

To create an egress ACL, use the ip access-group command in EXEC Privilege mode. The example shows viewing the
configuration, applying rules to the newly created access group, and viewing the access list.

®| NOTE: VRF based ACL configurations are not supported on the egress traffic.

Example of Applying ACL Rules to Egress Traffic and Viewing ACL Configuration

To specify ingress, use the out keyword. Begin applying rules to the ACL with the ip access-1ist extended abcd
command. To view the access-list, use the show command.

DellEMC (conf) #interface TenGigabitEthernet 1/1
DellEMC (conf-if-te-1/1) #ip access-group abcd out
DellEMC (conf-if-te-1/1)#show config
|
TenGigabitEthernet 1/1

no ip address

ip access-group abcd out

no shutdown
DellEMC (conf-if-te-1/1) #end
DellEMC#configure terminal
DellEMC (conf) #ip access-list extended abcd
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DellEMC (config-ext-nacl) #permit tcp any any
DellEMC (config-ext-nacl) #deny icmp any any
DellEMC (config-ext-nacl) #permit 1.1.1.2
DellEMC (config-ext-nacl) #end
DellEMC#show ip accounting access-list
|
Extended Ingress IP access list abcd on tengigabitethernet 0/0
seq 5 permit tcp any any
seq 10 deny icmp any any
seq 15 permit 1.1.1.2

DellEMC#configure terminal
DellEMC (conf) #interface te 1/2

DellEMC (conf-if-te-1/2)#ip vrf forwarding blue
DellEMC (conf-if-te-1/2) #show config

|

interface TenGigabitEthernet 1/2

ip vrf forwarding blue
no ip address

shutdown

DellEMC (conf-if-te-1/2)#
DellEMC (conf-if-te-1/2)#
DellEMC (conf-if-te-1/2)#
DellEMCH#

end

Applying Egress Layer 3 ACLs (Control-Plane)

By default, packets originated from the system are not filtered by egress ACLs.

For example, if you initiate a ping session from the system and apply an egress ACL to block this type of traffic on the interface,
the ACL does not affect that ping traffic. The Control Plane Egress Layer 3 ACL feature enhances IP reachability debugging by
implementing control-plane ACLs for CPU-generated and CPU-forwarded traffic. Using permit rules with the count option, you
can track on a per-flow basis whether CPU-generated and CPU-forwarded packets were transmitted successfully.

() NOTE: The ip control-plane [egress filter] and the ipv6 control-plane [egress filter]

commands are not supported.

1. Apply Egress ACLs to IPv4 system traffic.
CONFIGURATION mode
ip control-plane [egress filter]
2. Apply Egress ACLs to IPv6 system traffic.
CONFIGURATION mode
ipv6 control-plane [egress filter]
3. Create a Layer 3 ACL using permit rules with the count option to describe the desired CPU traffic.
CONFIG-NACL mode
permit ip {source mask | any | host ip-address} {destination mask | any | host ip-

address} count [monitor [session-id]]

Dell EMC Networking OS Behavior: Virtual router redundancy protocol (VRRP) hellos and internet group management
protocol (IGMP) packets are not affected when you enable egress ACL filtering for CPU traffic. Packets sent by the CPU with
the source address as the VRRP virtual IP address have the interface MAC address instead of VRRP virtual MAC address.

IP Prefix Lists

IP prefix lists control routing policy. An IP prefix list is a series of sequential filters that contain a matching criterion (examine

IP route prefix) and an action (permit or deny) to process routes. The filters are processed in sequence so that if a route prefix
does not match the criterion in the first filter, the second filter (if configured) is applied. When the route prefix matches a filter,
Dell EMC Networking OS drops or forwards the packet based on the filter’'s designated action. If the route prefix does not
match any of the filters in the prefix list, the route is dropped (that is, implicit deny).

A route prefix is an IP address pattern that matches on bits within the IP address. The format of a route prefix is A.B.C.D/X
where A.B.C.D is a dotted-decimal address and /X is the number of bits that should be matched of the dotted decimal
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address. For example, in 112.24.0.0/16, the first 16 bits of the address 112.24.0.0 match all addresses between 112.24.0.0 to
112.24.255.255.

The following examples show permit or deny filters for specific routes using the 1e and ge parameters, where x.x.x.x/x
represents a route prefix:

e To deny only /8 prefixes, enter deny x.x.x.x/x ge 8 le 8.

To permit routes with the mask greater than /8 but less than /12, enter permit x.x.x.x/x ge 8.

To deny routes with a mask less than /24, enter deny x.x.x.x/x le 24.

To permit routes with a mask greater than /20, enter permit x.x.x.x/x ge 20.

The following rules apply to prefix lists:
e A prefix list without any permit or deny filters allows all routes.

e An “implicit deny” is assumed (that is, the route is dropped) for all route prefixes that do not match a permit or deny filter in
a configured prefix list.

e After a route matches a filter, the filter’s action is applied. No additional filters are applied to the route.

Implementation Information

In Dell EMC Networking OS, prefix lists are used in processing routes for routing protocols (for example, router information
protocol [RIP], open shortest path first [OSPF], and border gateway protocol [BGP]).

®| NOTE: It is important to know which protocol your system supports prior to implementing prefix-lists.

Configuration Task List for Prefix Lists

To configure a prefix list, use commands in PREFIX LIST, ROUTER RIP, ROUTER OSPF, and ROUTER BGP modes.

Create the prefix list in PREFIX LIST mode and assign that list to commands in ROUTER RIP, ROUTER OSPF and ROUTER BGP
modes.

The following list includes the configuration tasks for prefix lists, as described in the following sections.
e Configuring a prefix list
e Use a prefix list for route redistribution

For a complete listing of all commands related to prefix lists, refer to the Dell EMC Networking OS Command Line Interface
Reference Guide.

Creating a Prefix List

To create a prefix list, use the following commands.

1. Create a prefix list and assign it a unique name.
You are in PREFIX LIST mode.
CONFIGURATION mode
ip prefix-list prefix-name

2. Create a prefix list with a sequence number and a deny or permit action.
CONFIG-NPREFIXL mode
seq sequence-number {deny | permit} ip-prefix [ge min-prefix-length] [le max-prefix-
length]
The optional parameters are:
® ge min-prefix-length: the minimum prefix length to match (from O to 32).
e le max-prefix-length: the maximum prefix length to match (from O to 32).

If you want to forward all routes that do not match the prefix list criteria, configure a prefix list filter to permit all routes
(permit 0.0.0.0/0 le 32). The “permit all” filter must be the last filter in your prefix list. To permit the default route only,
enter permit 0.0.0.0/0.
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The following example shows how the segq command orders the filters according to the sequence number assigned. In the
example, filter 20 was configured before filter 15 and 12, but the show config command displays the filters in the correct
order.

DellEMC (conf-nprefixl) #seq 20 permit 0.0.0.0/0 le 32
DellEMC (conf-nprefixl) #seq 12 deny 134.23.0.0 /16
DellEMC (conf-nprefixl) #seq 15 deny 120.23.14.0 /8 le 16
( )

DellEMC (conf-nprefixl) #show config
|

ip prefix-list juba
seq 12 deny 134.23.0.0/16
seq 15 deny 120.0.0.0/8 le 16
seq 20 permit 0.0.0.0/0 le 32
DellEMC (conf-nprefixl) #

@ NOTE: The last line in the prefix list Juba contains a “permit all” statement. By including this line in a prefix list, you specify
that all routes not matching any criteria in the prefix list are forwarded.

To delete a filter, use the no seq sequence-number command in PREFIX LIST mode.If you are creating a standard prefix
list with only one or two filters, you can let Dell EMC Networking OS assign a sequence number based on the order in which the
filters are configured. The Dell EMC Networking OS assigns filters in multiples of five.

Creating a Prefix List Without a Sequence Number

To create a filter without a specified sequence number, use the following commands.
1. Create a prefix list and assign it a unique name.
CONFIGURATION mode
ip prefix-list prefix-name
2. Create a prefix list filter with a deny or permit action.
CONFIG-NPREFIXL mode
{deny | permit} ip-prefix [ge min-prefix-length] [le max-prefix-length]
The optional parameters are:
® ge min-prefix-length:is the minimum prefix length to be matched (0 to 32).
e le max-prefix-length:is the maximum prefix length to be matched (O to 32).

The example shows a prefix list in which the sequence numbers were assigned by the software. The filters were assigned
sequence numbers based on the order in which they were configured (for example, the first filter was given the lowest
sequence number). The show config command in PREFIX LIST mode displays two filters with the sequence numbers 5 and
10.

DellEMC (conf-nprefixl) #permit 123.23.0.0 /16
DellEMC (conf-nprefixl) #deny 133.24.56.0 /8

DellEMC (conf-nprefixl) #show conf
|
ip prefix-list awe

seq 5 permit 123.23.0.0/16

seq 10 deny 133.0.0.0/8
DellEMC (conf-nprefixl) #

To delete a filter, enter the show config command in PREFIX LIST mode and locate the sequence number of the filter you
want to delete, then use the no seqg sequence-number command in PREFIX LIST mode.

Viewing Prefix Lists

To view all configured prefix lists, use the following commands.
e Show detailed information about configured prefix lists.

EXEC Privilege mode
show ip prefix-list detail [prefix-name]

e Show a table of summarized information about configured Prefix lists.
EXEC Privilege mode
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show ip prefix-list summary [prefix-name]

The following example shows the show ip prefix-list detail command.

DellEMC>show ip prefix detail

Prefix-list with the last deletion/insertion: filter ospf

ip prefix-list filter in:

count: 3, range entries: 3, sequences: 5 - 10
seq 5 deny 1.102.0.0/16 le 32 (hit count: 0)
seq 6 deny 2.1.0.0/16 ge 23 (hit count: 0)
seq 10 permit 0.0.0.0/0 le 32 (hit count: 0)

ip prefix-list filter ospf:

count: 4, range entries: 1, sequences: 5 -
seq 5 deny 100.100.1.0/24 (hit count: 0)
seq 6 deny 200.200.1.0/24 (hit count: 0)
seq 7 deny 200.200.2.0/24 (hit count: 0)
seq 10 permit 0.0.0.0/0 le 32 (hit count: 0)

The following example shows the show ip prefix-list summary command.

DellEMC>

DellEMC>show ip prefix summary

Prefix-list with the last deletion/insertion: filter ospf
ip prefix-list filter in:

count: 3, range entries: 3, sequences: 5 - 10
ip prefix-list filter ospf:

count: 4, range entries: 1, sequences: 5 - 10
DellEMC>

Applying a Prefix List for Route Redistribution

To pass traffic through a configured prefix list, use the prefix list in a route redistribution command.

Apply the prefix list to all traffic redistributed into the routing process. The traffic is either forwarded or dropped, depending on

the criteria and actions specified in the prefix list.
To apply a filter to routes in RIP, use the following commands.

e Enter RIP mode.
CONFIGURATION mode
router rip

e Apply a configured prefix list to incoming routes. You can specify an interface.
If you enter the name of a nonexistent prefix list, all routes are forwarded.
CONFIG-ROUTER-RIP mode
distribute-list prefix-list-name in [interface]

e Apply a configured prefix list to outgoing routes. You can specify an interface or type of route.
If you enter the name of a non-existent prefix list, all routes are forwarded.
CONFIG-ROUTER-RIP mode

distribute-list prefix-list-name out [interface | connected | static | ospf]

To view the configuration, use the show config command in ROUTER RIP mode, or the show running-config rip
command in EXEC mode.

DellEMC (conf-router rip) #show config

|

router rip
distribute-list prefix juba out
network 10.0.0.0

DellEMC (conf-router rip)#router ospf 34
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Applying a Filter to a Prefix List (OSPF)

To apply a filter to routes in open shortest path first (OSPF), use the following commands.

e Enter OSPF mode.
CONFIGURATION mode
router ospf

e Apply a configured prefix list to incoming routes. You can specify an interface.

If you enter the name of a non-existent prefix list, all routes are forwarded.
CONFIG-ROUTER-OSPF mode
distribute-list prefix-list-name in [interface]

e Apply a configured prefix list to incoming routes. You can specify which type of routes are affected.
If you enter the name of a non-existent prefix list, all routes are forwarded.
CONFIG-ROUTER-OSPF mode
distribute-list prefix-list-name out [connected | rip | static]

To view the configuration, use the show config command in ROUTER OSPF mode, or the show running-config ospf
command in EXEC mode.
DellEMC (conf-router ospf) #show config
|
router ospf 34
network 10.2.1.1 255.255.255.255 area 0.0.0.1

distribute-list prefix awe in
DellEMC (conf-router ospf)#

ACL Remarks

While defining ACL rules, you can optionally include a remark to make the ACLs more descriptive. You can include a remark with
a maximum of 80 characters in length.

The remark command is available in each ACL mode. You can configure up to 4294967291 remarks for a given IP ACL and
65536 remarks for a given MAC ACL.

You can include a remark with or without a remark number. If you do not enter a remark number, the remark inherits the
sequence number of the last ACL rule. If there is no ACL rule when you enter a remark, the remark takes sequence number 5. If
you configure two remarks with the same sequence number and different strings, the second one replaces the first string. You
cannot configure two or more remarks with the same string and different sequence numbers.

To remove a remark, use the no remark command with the remark string and with or without the sequence number. If there is
a matching string, the system deletes the remark.

Configuring a Remark

To write a remark for an ACL, follow these steps:
1. Create either an extended IPv4 or IPv6 ACL.
CONFIGURATION mode
ip access-list {extended | standard} access-list-name
ipv6 access-list {extended | standard} access-list-name
2. Define the ACL rule.
CONFIG-EXT-NACL mode or CONFIG-STD-NACL
seq sequence-number {permit | deny} options
3. Write a remark.
CONFIG-EXT-NACL mode or CONFIG-STD-NACL
remark [remark-number] remark-text

The remark number is optional.
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The following example shows how to write a remark for an ACL rule:

#ip access-list extended test
# remark permit any ip

# seq 10 permit ip any any
#sh config

Dell (config-ext-nacl
Dell (config-ext-nacl
Dell (config-ext-nacl
Dell (config-ext-nacl
|

ip access-list extended test
remark 10 permit any ip
seq 10 permit ip any any

Deleting a Remark

To delete a remark, follow this procedure:

A standard IP ACL uses the source IP address as its match criterion.
e Use the no form of the following command:

CONFIG-EXT-NACL mode or CONFIG-STD-NACL
no remark [remark-number] [remark-text]

The remark number is optional.

The following is an example of removing a remark.

Dell (config)#ip access-1list extended test

Dell (config-ext-nacl)# remark 10 permit any ip
Dell (config-ext-nacl) # seqg 10 permit ip any any
Dell (config-ext-nacl) #sh config

|

ip access-list extended test
remark 10 permit any ip

seq 10 permit ip any any

Dell (config-ext-nacl) #no remark 10

Dell (config-ext-nacl) #show config
|

ip access-list extended test
seq 10 permit ip any any

ACL Resequencing

ACL resequencing allows you to re-number the rules and remarks in an access or prefix list.

The placement of rules within the list is critical because packets are matched against rules in sequential order. To order new
rules using the current numbering scheme, use resequencing whenever there is no opportunity.

For example, the following table contains some rules that are numbered in increments of 1. You cannot place new rules between
these packets, so apply resequencing to create numbering space, as shown in the second table. In the same example, apply
resequencing if more than two rules must be placed between rules 7 and 10.

You can resequence IPv4 and IPv6 ACLs, prefixes, and MAC ACLs. No CAM writes happen as a result of resequencing, so there
is no packet loss; the behavior is similar Hot-lock ACLs.

@ NOTE: ACL resequencing does not affect the rules, remarks, or order in which they are applied. Resequencing merely
renumbers the rules so that you can place new rules within the list as needed.

Table 7. ACL Resequencing

Rules Resquencing

Rules Before Resequencing: seq 5 permit any host 1.1.1.1

seq 6 permit any host 1.1.1.2

seq 7 permit any host 1.1.1.3

seq 10 permit any host 1.1.1.4
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Table 7. ACL Resequencing (continued)

Rules Resquencing

Rules After Resequencing: seq 5 permit any host 1.1.1.1

seq 10 permit any host 1.1.1.2

seq 15 permit any host 1.1.1.3

seq 20 permit any host 1.1.1.4

Resequencing an ACL or Prefix List

Resequencing is available for IPv4 and IPv6 ACLs, prefix lists, and MAC ACLs.

To resequence an ACL or prefix list, use the following commands. You must specify the list name, starting number, and
increment when using these commands.
e |Pv4, IPv6, or MAC ACL

EXEC mode

resequence access-list {ipv4 | ipv6 | mac} {access-list-name StartingSeqgNum Step-to-
Increment}

e |Pv4 or IPv6 prefix-list
EXEC mode

resequence prefix-list {ipv4 | ipv6} {prefix-list-name StartingSegNum Step-to-Increment}

Remarks and rules that originally have the same sequence number have the same sequence number after you apply the
resequence command.

The example shows the resequencing of an IPv4 access-list beginning with the number 2 and incrementing by 2.

DellEMC (config-ext-nacl) # show config

|

ip access-list extended test

remark 4 XYZ

remark 5 this remark corresponds to permit any host 1.1.1.1
seq 5 permit ip any host 1.1.1.1

remark 9 ABC

remark 10 this remark corresponds to permit ip any host 1.1.1.2
seq 10 permit ip any host 1.1.1.2

seq 15 permit ip any host 1.1.1.3

seq 20 permit ip any host 1.1.1.4

DellEMC# end

DellEMC# resequence access-list ipv4 test 2 2

DellEMC# show running-config acl

|

ip access-list extended test

remark 2 XYZ

remark 4 this remark corresponds to permit any host 1.1.1.1
seq 4 permit ip any host 1.1.1.1

remark 6 this remark has no corresponding rule

remark 8 this remark corresponds to permit ip any host 1.1.1.2
seq 8 permit ip any host 1.1.1.2

seq 10 permit ip any host 1.1.1.3

seq 12 permit ip any host 1.1.1.4

Remarks that do not have a corresponding rule are incremented as a rule. These two mechanisms allow remarks to retain their
original position in the list. The following example shows remark 10 corresponding to rule 10 and as such, they have the same
number before and after the command is entered. Remark 4 is incremented as a rule, and all rules have retained their original
positions.

DellEMC (config-ext-nacl)# show config

|

ip access-list extended test

remark 4 XYZ

remark 5 this remark corresponds to permit any host 1.1.1.1
seq 5 permit ip any host 1.1.1.1
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remark 9 ABC

remark 10 this remark corresponds to permit ip any host 1.1.1.2
seq 10 permit ip any host 1.1.1.2

seq 15 permit ip any host 1.1.1.3

seq 20 permit ip any host 1.1.1.4

DellEMC# end

DellEMC# resequence access-list ipv4 test 2 2

DellEMC# show running-config acl

|

ip access-list extended test

remark 2 XYZ

remark 4 this remark corresponds to permit any host 1.1.1.1
seq 4 permit ip any host 1.1.1.1

remark 6 this remark has no corresponding rule

remark 8 this remark corresponds to permit ip any host 1.1.1.2
seq 8 permit ip any host 1.1.1.2

seq 10 permit ip any host 1.1.1.3

seq 12 permit ip any host 1.1.1.4

Route Maps

Although route maps are similar to ACLs and prefix lists in that they consist of a series of commands that contain a matching
criterion and an action, route maps can modify parameters in matching packets.

Implementation Information

ACLs and prefix lists can only drop or forward the packet or traffic. Route maps process routes for route redistribution. For
example, a route map can be called to filter only specific routes and to add a metric.

Route maps also have an “implicit deny.” Unlike ACLs and prefix lists; however, where the packet or traffic is dropped, in route
maps, if a route does not match any of the route map conditions, the route is not redistributed.

The implementation of route maps allows route maps with the no match or no set commands. When there is no match
command, all traffic matches the route map and the set command applies.

Important Points to Remember

e For route-maps with more than one match clause:

o Two or more match clauses within the same route-map sequence have the same match commands (though the values
are different), matching a packet against these clauses is a logical OR operation.

o Two or more match clauses within the same route-map sequence have different match commands, matching a packet
against these clauses is a logical AND operation.

e |f no match is found in a route-map sequence, the process moves to the next route-map sequence until a match is found, or
there are no more sequences.

e \When a match is found, the packet is forwarded and no more route-map sequences are processed.

o If a continue clause is included in the route-map sequence, the next or a specified route-map sequence is processed after
a match is found.

Configuration Task List for Route Maps

Configure route maps in ROUTE-MAP mode and apply the maps in various commands in ROUTER RIP and ROUTER OSPF
modes.

The following list includes the configuration tasks for route maps, as described in the following sections.
e C(Create a route map (mandatory)

e Configure route map filters (optional)

e Configure a route map for route redistribution (optional)

e Configure a route map for route tagging (optional)
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Creating a Route Map

Route maps, ACLs, and prefix lists are similar in composition because all three contain filters, but route map filters do not
contain the permit and deny actions found in ACLs and prefix lists.

Route map filters match certain routes and set or specific values.
To create a route map, use the following command.

e Create a route map and assign it a unique name. The optional permit and deny keywords are the actions of the route map.
CONFIGURATION mode
route-map map-name [permit | deny] [sequence-number]
The default is permit.

The optional seqg keyword allows you to assign a sequence number to the route map instance.

The default action is permit and the default sequence number starts at 10. When you use the keyword deny in configuring a
route map, routes that meet the match filters are not redistributed.

To view the configuration, use the show config command in ROUTE-MAP mode.

DellEMC (config-route-map) #show config
|

route-map dilling permit 10

DellEMC (config-route-map) #

You can create multiple instances of this route map by using the sequence number option to place the route maps in the
correct order. Dell EMC Networking OS processes the route maps with the lowest sequence number first. When a configured
route map is applied to a command, such as redistribute, traffic passes through all instances of that route map until a
match is found. The following is an example with two instances of a route map.

The following example shows matching instances of a route-map.

DellEMC#show route-map
route-map zakho, permit, sequence 10
Match clauses:
Set clauses:
route-map zakho, permit, sequence 20
Match clauses:
interface TenGigabitEthernet 1/1
Set clauses:
tag 35
level stub-area
DellEMC#

To delete all instances of that route map, use the no route-map map-name command. To delete just one instance, add the
sequence number to the command syntax.

DellEMC (conf) #no route-map zakho 10
DellEMC (conf) #end
DellEMC#show route-map
route-map zakho, permit, sequence 20
Match clauses:
interface TenGigabitEthernet 1/1
Set clauses:
tag 35
level stub-area
DellEMCH#

The following example shows a route map with multiple instances. The show config command displays only the configuration
of the current route map instance. To view all instances of a specific route map, use the show route-map command.

DellEMC#show route-map dilling
route-map dilling, permit, sequence 10
Match clauses:
Set clauses:
route-map dilling, permit, sequence 15
Match clauses:
interface Loopback 23
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Set clauses:
tag 3444
DellEMC#

To delete a route map, use the no route-map map-name command in CONFIGURATION mode.

Configure Route Map Filters

Within ROUTE-MAP mode, there are match and set commands.

e match commands search for a certain criterion in the routes.
e set commands change the characteristics of routes, either adding something or specifying a level.

When there are multiple match commands with the same parameter under one instance of route-map, Dell EMC Networking
OS does a match between all of those match commands. If there are multiple match commands with different parameters, Dell
EMC Networking OS does a match ONLY if there is a match among ALL the match commands. In the following example, there
is a match if a route has any of the tag values specified in the match commands.

Example of the match Command to Match Any of Several Values

The following example shows using the match command to match any of several values.
DellEMC (conf) #route-map force permit 10
DellEMC (config-route-map) #match tag 1000

(

(
DellEMC (config-route-map) #match tag 2000
DellEMC (config-route-map) #match tag 3000

In the next example, there is a match only if a route has both of the specified characteristics. In this example, there a match only
if the route has a tag value of 1000 and a metric value of 2000.

Also, if there are different instances of the same route-map, then it's sufficient if a permit match happens in any instance of
that route-map.

Example of the match Command to Match All Specified Values
DellEMC (conf) #route-map force permit 10

DellEMC (config-route-map) #match tag 1000
DellEMC (config-route-map) #match metric 2000

In the following example, instance 10 permits the route having a tag value of 1000 and instances 20 and 30 deny the route
having a tag value of 1000. In this scenario, Dell EMC Networking OS scans all the instances of the route-map for any permit
statement. If there is a match anywhere, the route is permitted. However, other instances of the route-map deny it.

Example of the match Command to Permit and Deny Routes

DellEMC (conf) #route-map force permit 10
DellEMC (config-route-map) #match tag 1000

DellEMC (conf) #route-map force deny 20
DellEMC (config-route-map) #match tag 1000

DellEMC (conf) #route-map force deny 30
DellEMC (config-route-map) #match tag 1000

Configuring Match Routes

To configure match criterion for a route map, use the following commands.

e Match routes with the same AS-PATH numbers.
CONFIG-ROUTE-MAP mode
match as-path as-path-name

e Match routes with COMMUNITY list attributes in their path.
CONFIG-ROUTE-MAP mode
match community community-list-name [exact]

e Match routes whose next hop is a specific interface.
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CONFIG-ROUTE-MAP mode

match interface interface

The parameters are:

For a 10-Gigabit Ethernet interface, enter the keyword TenGigabitEthernet then the slot/port information.
For a 40-Gigabit Ethernet interface, enter the keyword fortyGigE then the slot/port information.

For a Loopback interface, enter the keyword 1loopback then a number from O to 16383.

For a port channel interface, enter the keywords port-channel then a number.

For a VLAN interface, enter the keyword v1an then a number from 1 to 4094.

o O O O O

e Match destination routes specified in a prefix list (IPv4).
CONFIG-ROUTE-MAP mode
match ip address prefix-list-name
e Match destination routes specified in a prefix list (IPvB).
CONFIG-ROUTE-MAP mode
match ipv6 address prefix-list-name
e Match next-hop routes specified in a prefix list (IPv4).
CONFIG-ROUTE-MAP mode
match ip next-hop {access-list-name | prefix-list prefix-list-name}
e Match next-hop routes specified in a prefix list (IPv6).
CONFIG-ROUTE-MAP mode
match ipv6 next-hop {access-list-name | prefix-list prefix-list-name}
e Match source routes specified in a prefix list (IPv4).
CONFIG-ROUTE-MAP mode
match ip route-source {access-list-name | prefix-list prefix-list-name}
e Match source routes specified in a prefix list (IPv6).
CONFIG-ROUTE-MAP mode
match ipv6 route-source {access-list-name | prefix-list prefix-list-name}
e Match routes with a specific value.
CONFIG-ROUTE-MAP mode
match metric metric-value
e Match BGP routes based on the ORIGIN attribute.
CONFIG-ROUTE-MAP mode
match origin {egp | igp | incomplete}
e Match routes specified as internal or external to OSPF, ISIS level-1, ISIS level-2, or locally generated.
CONFIG-ROUTE-MAP mode
match route-type {external [type-1 | type-2] | internal | level-1 | level-2 | local }
e Match routes with a specific tag.
CONFIG-ROUTE-MAP mode
match tag tag-value
To create route map instances, use these commands. There is no limit to the number of match commands per route map, but

the convention is to keep the number of match filters in a route map low. Set commands do not require a corresponding match
command.

Configuring Set Conditions

To configure a set condition, use the following commands.

e Add an AS-PATH number to the beginning of the AS-PATH.
CONFIG-ROUTE-MAP mode
set as-path prepend as-number [... as-number]

e (Generate a tag to be added to redistributed routes.
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CONFIG-ROUTE-MAP mode
set automatic-tag
e Specify an OSPF area or ISIS level for redistributed routes.
CONFIG-ROUTE-MAP mode
set level {backbone | level-1 | level-1-2 | level-2 | stub-area}
e Specify a value for the BGP route’s LOCAL_PREF attribute.
CONFIG-ROUTE-MAP mode
set local-preference value
e Specify a value for redistributed routes.
CONFIG-ROUTE-MAP mode
set metric {+ | - | metric-value}
e Specify an OSPF or ISIS type for redistributed routes.
CONFIG-ROUTE-MAP mode
set metric-type {external | internal | type-1 | type-2}
e Assign an IP address as the route’s next hop.
CONFIG-ROUTE-MAP mode
set next-hop ip-address
e Assign an IPv6 address as the route’s next hop.
CONFIG-ROUTE-MAP mode
set ipv6 next-hop ip-address
e Assign an ORIGIN attribute.
CONFIG-ROUTE-MAP mode
set origin {egp | igp | incomplete}
e Specify a tag for the redistributed routes.
CONFIG-ROUTE-MAP mode
set tag tag-value
e Specify a value as the route’s weight.
CONFIG-ROUTE-MAP mode

set weight value

To create route map instances, use these commands. There is no limit to the number of set commands per route map, but
the convention is to keep the number of set filters in a route map low. Set commands do not require a corresponding match
command.

Configure a Route Map for Route Redistribution

Route maps on their own cannot affect traffic and must be included in different commands to affect routing traffic.

Route redistribution occurs when Dell EMC Networking OS learns the advertising routes from static or directly connected
routes or another routing protocol. Different protocols assign different values to redistributed routes to identify either the
routes and their origins. The metric value is the most common attribute that is changed to properly redistribute other routes into
a routing protocol. Other attributes that can be changed include the metric type (for example, external and internal route types
in OSPF) and route tag. Use the redistribute command in OSPF, RIP, ISIS, and BGP to set some of these attributes for
routes that are redistributed into those protocols.

Route maps add to that redistribution capability by allowing you to match specific routes and set or change more attributes
when redistributing those routes.

In the following example, the redistribute command calls the route map static ospf to redistribute only certain static
routes into OSPF. According to the route map static ospf, only routes that have a next hop of interface 1/1 and that have a
metric of 255 are redistributed into the OSPF backbone area.

@ NOTE: When re-distributing routes using route-maps, you must create the route-map defined in the redistribute
command under the routing protocol. If you do not create a route-map, NO routes are redistributed.
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Example of Calling a Route Map to Redistribute Specified Routes

router ospf 34
default-information originate metric-type 1

redistribute static metric 20 metric-type 2 tag 0 route-map staticospf
|

route-map staticospf permit 10
match interface TenGigabitEthernet 1/1
match metric 255
set level backbone

Configure a Route Map for Route Tagging

One method for identifying routes from different routing protocols is to assign a tag to routes from that protocol.

As the route enters a different routing domain, it is tagged. The tag is passed along with the route as it passes through different
routing protocols. You can use this tag when the route leaves a routing domain to redistribute those routes again. In the
following example, the redistribute ospf command with a route map is used in ROUTER RIP mode to apply a tag of 34 to
all internal OSPF routes that are redistributed into RIP.

Example of the redistribute Command Using a Route Tag

router rip

redistribute ospf 34 metric 1 route-map torip
|

route-map torip permit 10
match route-type internal

set tag 34
|

Continue Clause

Normally, when a match is found, set clauses are executed, and the packet is then forwarded; no more route-map modules are
processed.

If you configure the continue command at the end of a module, the next module (or a specified module) is processed even
after a match is found. The following example shows a continue clause at the end of a route-map module. In this example, if a
match is found in the route-map “test” module 10, module 30 is processed.

®| NOTE: If you configure the continue clause without specifying a module, the next sequential module is processed.
Example of Using the continue Clause in a Route Map

route-map test permit 10
match commu comm-listl
set community 1:1 1:2 1:3
set as-path prepend 1 2 3
continue 30!

4 5

Logging of ACL Processes

This functionality is supported on the S4820T platform.

To assist in the administration and management of traffic that traverses the device after being validated by the configured
ACLs, you can enable the generation of logs for access control list (ACL) processes. Although you can configure ACLs with
the required permit or deny filters to provide access to the incoming packet or disallow access to a particular user, it is also
necessary to monitor and examine the traffic that passes through the device. To evaluate network traffic that is subjected to
ACLs, configure the logs to be triggered for ACL operations. This functionality is primarily needed for network supervision and
maintenance activities of the handled subscriber traffic.

When ACL logging is configured, and a frame reaches an ACL-enabled interface and matches the ACL, a log is generated to
indicate that the ACL entry matched the packet.
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When you enable ACL log messages, at times, depending on the volume of traffic, it is possible that a large number of logs might
be generated that can impact the system performance and efficiency. To avoid an overload of ACL logs from being recorded,
you can configure the rate-limiting functionality. Specify the interval or frequency at which ACL logs must be triggered and also
the threshold or limit for the maximum number of logs to be generated. If you do not specify the frequency at which ACL logs
must be generated, a default interval of 5 minutes is used. Similarly, if you do not specify the threshold for ACL logs, a default
threshold of 10 is used, where this value refers to the number of packets that are matched against an ACL .

A Layer 2 or Layer 3 ACL contains a set of defined rules that are saved as flow processor (FP) entries. When you enable ACL
logging for a particular ACL rule, a set of specific ACL rules translate to a set of FP entries. You can enable logging separately
for each of these FP entries, which relate to each of the ACL entries configured in an ACL. Dell EMC Networking OS saves

a table that maps each ACL entry that matches the ACL name on the received packet, sequence number of the rule, and the
interface index in the database. When the configured maximum threshold has exceeded, log generation stops. When the interval
at which ACL logs are configured to be recorded expires, a fresh interval timer starts and the packet count for that new interval
commences from zero. If ACL logging was stopped previously because the configured threshold has exceeded, it is reenabled
for this new interval.

The ACL application sends the ACL logging configuration information and other details, such as the action, sequence number,
and the ACL parameters that pertain to that ACL entry. The ACL service collects the ACL log and records the following
attributes per log message.

e For non-IP packets, the ACL name, sequence number, ACL action (permit or deny), source and destination MAC addresses,
EtherType, and ingress interface are the logged attributes.

e For IP Packets, the ACL name, sequence number, ACL action (permit or deny), source and destination MAC addresses,
source and destination IP addresses, and the transport layer protocol used are the logged attributes.

e For IP packets that contain the transport layer protocol as Transmission Control Protocol (TCP) or User Datagram Protocol
(UDP), the ACL name, sequence number, ACL action (permit or deny), source and destination MAC addresses, source and
destination IP addresses, and the source and destination ports (Layer 4 parameters) are also recorded.

If the packet contains an unidentified EtherType or transport layer protocol, the values for these parameters are saved as
Unknown in the log message. If you also enable the logging of the count of packets in the ACL entry, and if the logging is
deactivated in a specific interval because the threshold has exceeded, the count of packets that exceeded the logging threshold
value during that interval is recorded when the subsequent log record (in the next interval) is generated for that ACL entry.

Guidelines for Configuring ACL Logging

This functionality is supported on the S4820T platform.
Keep the following points in mind when you configure logging of ACL activities:

e During initialization, the ACL logging application tags the ACL rule indices for which a match condition exists as being in-use,
which ensures that the same rule indices are not reused by ACL logging again.

e The ACL configuration information that the ACL logging application receives from the ACL manager causes the allocation
and clearance of the match rule number. A unique match rule number is created for the combination of each ACL entry,
sequence number, and interface parameters.

e A separate set of match indices is preserved by the ACL logging application for the permit and deny actions. Depending on
the action of an ACL entry, the corresponding match index is allocated from the particular set that is maintained for permit
and deny actions.

e A maximum of 125 ACL entries with permit action can be logged. A maximum of 126 ACL entries with deny action can be
logged.

e For virtual ACL entries, the same match rule number is reused. Similarly, when an ACL entry is deleted that was previously
enabled for ACL logging, the match rule number used by it is released back to the pool or available set of match indices so
that it can be reused for subsequent allocations.

e |f you enabled the count of packets for the ACL entry for which you configured logging, and if the logging is deactivated in
a specific interval owing to the threshold having exceeded, the count of packets that exceeded the logging threshold value
during that interval is logged when the subsequent log record (in the next interval) is generated for that ACL entry.

e When you delete an ACL entry, the logging settings associated with it are also removed.

e ACL logging is supported for standard and extended IPv4 ACLs, IPv6 ACLs, and standard and extended MAC ACLs.
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e For ACL entries applied on port-channel interfaces, one match index for every member interface of the port-channel
interface is assigned. Therefore, the total available match indices of 251 are split (125 match indices for permit action and
126 match indices for the deny action).

e You can configure ACL logging only on ACLs that are applied to ingress interfaces; you cannot enable logging for ACLs on
egress interfaces.

e The total available match rule indices is 255 with four match indices used by other modules, leaving 251 indices available for
ACL logging.

Configuring ACL Logging

This functionality is supported on the S4820T platform.

To configure the maximum number of ACL log messages to be generated and the frequency at which these messages must be
generated, perform the following steps:
@ NOTE: This example describes the configuration of ACL logging for standard IP access lists. You can enable the logging

capability for standard and extended IPv4 ACLs, IPv6 ACLs, and standard and extended MAC ACLs.

1. Specify the maximum number of ACL logs or the threshold that can be generated by using the threshold-in-msgs
count option with the seq, permit, or deny commands. Upon exceeding the specified maximum limit, the generation of ACL
logs is terminated. You can enter a threshold in the range of 1-100. By default, 10 ACL logs are generated if you do not
specify the threshold explicitly.

CONFIG-STD-NACL mode

seq sequence-number {deny | permit} {source [mask] | any | host ip-address} [log
[threshold-in-msgs count] ]

2. Specify the interval in minutes at which ACL logs must be generated. You can enter an interval in the range of 1-10 minutes.
The default frequency at which ACL logs are generated is 5 minutes. If ACL logging is stopped because the configured
threshold has exceeded, it is re-enabled after the logging interval period elapses. ACL logging is supported for standard
and extended IPv4 ACLs, IPv6 ACLs, and standard and extended MAC ACLs. Configure ACL logging only on ACLs that are
applied to ingress interfaces; you cannot enable logging for ACLs that are associated with egress interfaces.

CONFIG-STD-NACL mode

seq sequence-number {deny | permit} {source [mask] | any | host ip-address} [log
[interval minutes]]

Flow-Based Monitoring

Flow-based monitoring conserves bandwidth by monitoring only the specified traffic instead of all traffic on the interface. It

is available for Layer 3 ingress traffic. You can specify the traffic that needs to be monitored using standard or extended
access-lists. The flow-based monitoring mechanism copies packets that matches the ACL rules applied on the port and forwards
(mirrors) them to another port. The source port is the monitored port (MD) and the destination port is the monitoring port
(MG).

When a packet arrives at a port that is being monitored, the packet is validated against the configured ACL rules. If the packet
matches an ACL rule, the system examines the corresponding flow processor to perform the action specified for that port. If the
mirroring action is set in the flow processor entry, the destination port details, to which the mirrored information must be sent,
are sent to the destination port.

Behavior of Flow-Based Monitoring

You can activate flow-based monitoring for a monitoring session using the f1low-based enable command in the Monitor
Session mode. When you enable this flow-based monitoring, traffic with particular flows that are traversing through the
interfaces are examined in accordance with the applied ACLs. By default, flow-based monitoring is not enabled.

There are two ways in which you can enable flow-based monitoring in Dell EMC Networking OS. You can create an ACL and
apply that ACL either to an interface that needs to be monitored or apply it in the monitor session context. If you apply the
monitor ACL to an interface, the Dell EMC Networking OS mirrors the ingress traffic with an implicit deny applied at the end of
the ACL. If you apply the ACL to the monitor section context, the Dell EMC Networking OS mirrors the ingress traffic with an
implicit permit applied at the end of the ACL. This enables the other traffic to flow without being blocked by the ACL.
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When you apply an ACL within the monitor session, it is applied to all source interfaces configured in the monitor session.

The Dell EMC Networking OS honors any permit or deny actions of the ACL rules used for flow-based mirroring. Packets that
match a mirror ACL rule is denied or forwarded depending on the rule but the packet is mirrored. However, the user ACL has
precedence over the mirror ACL.

The same source interface can be part of multiple monitor sessions.
Flow-based monitoring is supported for SPAN, RSPAN, and ERSPAN sessions. If there are overlapping rules between ACLs
applied on different monitor sessions, the session with the highest monitor session ID takes precedence.

®| NOTE: You can apply only IPv4 ACL rules under monitor session context.

You must specify the monitor option with the permit, deny, or seq command for ACLs that are assigned to the source
or the monitored port (MD) to enable the evaluation and replication of traffic that is traversing to the destination port. Enter
the keyword monitor with the seq, permit, or deny command for the ACL rules to allow or drop IPv4, IPv6, ARP, UDP,
EtherType, ICMP, and TCP packets. The ACL rule describes the traffic that you want to monitor, and the ACL in which you
are creating the rule is applied to the monitored interface. Flow monitoring is supported for standard and extended IPv4 ACLs,
standard and extended IPv6 ACLs, and standard and extended MAC ACLs.

CONFIG-STD-NACL mode

seq sequence-number {deny | permit} {source [mask] | any | host ip-address} [count [byte]]
[order] [fragments] [log [threshold-in-msgs count]] [monitor]

If you configure the flow-based enable command and do not apply an ACL on the source port or the monitored port, both
flow-based monitoring and port mirroring do not function.

You cannot apply the same ACL to an interface or a monitoring session context simultaneously.

The port mirroring application maintains a database that contains all monitoring sessions (including port monitor sessions). It
has information regarding the sessions that are enabled for flow-based monitoring and those sessions that are not enabled for
flow-based monitoring. It downloads monitoring configuration to the ACL agent whenever the ACL agent is registered with the
port mirroring application or when flow-based monitoring is enabled.

The show monitor session session-idcommand displays the Type field in the output, which indicates whether a
particular session is enabled for flow-monitoring.

Example Output of the show Command

DellEMC# show monitor session 1

SessID Source Destination Dir Mode Source IP Dest IP

DSCP TTL Drop Rate Gre-Protocol FcMonitor
1 Te 1/2 remote-ip rx Port 0.0.0.0 0.0.0.0 0
0 No N/A N/A yes

DellEMC#

The show config command has been modified to display monitoring configuration in a particular session.
Example Output of the show Command

The show ip accounting commands have been enhanced to display whether monitoring is enabled for traffic that matches
with the rules of the specific ACL.

Example Output of the show Command

DellEMC# show ip accounting access-list
!
Extended Ingress IP access list kar on TenGigabitEthernet 1/1
Total cam count 1
seq 5 permit ip 192.168.20.0/24 173.168.20.0/24 monitor

DellEMC#show ipv6 accounting access-1list
|

Ingress IPv6 access list kar on TenGigabitEthernet 1/1
Total cam count 1
seq 5 permit ipv6 22::/24 33::/24 monitor
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Enabling Flow-Based Monitoring

Flow-based monitoring is supported on the S4820T platform.

Flow-based monitoring conserves bandwidth by monitoring only specified traffic instead of all traffic on the interface. This
feature is particularly useful when looking for malicious traffic. It is available for Layer 2 and Layer 3 ingress traffic. You can
specify traffic using standard or extended access-lists.

1. Enable flow-based monitoring for a monitoring session.
MONITOR SESSION mode

flow-based enable

2. Define access-list rules that include the keyword monitor. Dell Networking OS only considers port monitoring traffic that
matches rules with the keyword monitor.

CONFIGURATION mode

ip access-1list

For more information, see Access Control Lists (ACLs).
3. Apply the ACL to the monitored port.

INTERFACE mode

ip access-group access-list

To view an access-list that you applied to an interface, use the show ip accounting access-1ist command from EXEC
Privilege mode.

DellEMC
DellEMC

(conf) #monitor session O
(conf-mon-sess-0) #flow-based enable
DellEMC (conf) #ip access-list ext testflow
DellEMC (config-ext-nacl) fseq 5 permit icmp any any count bytes monitor
DellEMC (config-ext-nacl) #seq 10 permit ip 102.1.1.0/24 any count bytes monitor
DellEMC (config-ext-nacl) #seq 15 deny udp any any count bytes
DellEMC (config-ext-nacl) #seq 20 deny tcp any any count bytes
DellEMC (config-ext-nacl) fexit
DellEMC (conf) #interface TenGigabitEthernet 1/1
DellEMC (conf-if-te-1/1) #ip access-group testflow in
DellEMC (conf-if-te-1/1) #show config
|
interface TenGigabitEthernet 1/1
ip address 10.11.1.254/24
ip access-group testflow in
shutdown
DellEMC (conf-if-te-1/1) #exit
DellEMC (conf) #do show ip accounting access-1list testflow
|
Extended Ingress IP access list testflow on TenGigabitEthernet 1/1
Total cam count 4
seq 5 permit icmp any any monitor count bytes (0 packets 0 bytes)
seq 10 permit ip 102.1.1.0/24 any monitor count bytes (0 packets 0 bytes)
seq 15 deny udp any any count bytes (0 packets 0 bytes)
seq 20 deny tcp any any count bytes (0 packets 0 bytes)
DellEMC (conf) #do show monitor session 0

DellEMC (conf-mon-sess-0) #do show monitor session 0

SessID Source Destination Dir Mode Source IP Dest IP DSCP
TTL Drop Rate Gre-Protocol FcMonitor
0 Te 1/1 Te 1/2 rx Flow 0.0.0.0 0.0.0.0 0
0 No N/A N/A yes
DellEMC#
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Bidirectional Forwarding Detection (BFD)

BFD is a protocol that is used to rapidly detect communication failures between two adjacent systems. It is a simple and
lightweight replacement for existing routing protocol link state detection mechanisms. It also provides a failure detection
solution for links on which no routing protocol is used.

BFD is a simple hello mechanism. Two neighboring systems running BFD establish a session using a three-way handshake. After
the session has been established, the systems exchange periodic control packets at sub-second intervals. If a system does not
receive a hello packet within a specified amount of time, routing protocols are notified that the forwarding path is down.

BFD provides forwarding path failure detection times on the order of milliseconds rather than seconds as with conventional
routing protocol hellos. It is independent of routing protocols, and as such, provides a consistent method of failure detection
when used across a network. Networks converge faster because BFD triggers link state changes in the routing protocol sooner
and more consistently because BFD eliminates the use of multiple protocol-dependent timers and methods.

BFD also carries less overhead than routing protocol hello mechanisms. Control packets can be encapsulated in any form that

is convenient, and, on Dell EMC Networking routers, BFD agents maintain sessions that reside on the line card, which frees
resources on the route processor. Only session state changes are reported to the BFD Manager (on the route processor), which
in turn notifies the routing protocols that are registered with it.

BFD is an independent and generic protocol, which all media, topologies, and routing protocols can support using any
encapsulation. Dell EMC Networking has implemented BFD at Layer 3 and with user datagram protocol (UDP) encapsulation.
BFD is supported on static routing protocols and dynamic routing protocols such as VRRP, OSPF, OSPFv3, IS-IS, and BGP.

Topics:

. How BFD Works
. Important Points to Remember
*«  Configure BFD

How BFD Works

Two neighboring systems running BFD establish a session using a three-way handshake.

After the session has been established, the systems exchange control packets at agreed upon intervals. In addition, systems
send a control packet anytime there is a state change or change in a session parameter. These control packets are sent without
regard to transmit and receive intervals.

@l NOTE: The Dell EMC Networking Operating System (OS) does not support multi-hop BFD sessions.

If a system does not receive a control packet within an agreed-upon amount of time, the BFD agent changes the session

state to Down. It then notifies the BFD manager of the change and sends a control packet to the neighbor that indicates

the state change (though it might not be received if the link or receiving interface is faulty). The BFD manager notifies the
routing protocols that are registered with it (clients) that the forwarding path is down and a link state change is triggered in all
protocols.

®

NOTE: A session state change from Up to Down is the only state change that triggers a link state change in the routing
protocol client.
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BFD Packet Format

Control packets are encapsulated in user datagram protocol (UDP) packets. The following illustration shows the complete
encapsulation of a BFD control packet inside an IPv4 packet.

Preamble | Start Frame
Delimiter

Length

Range: 3784  Range: 3784
Echa: 3785

Randarn nurmber generated
Ey the local systern Lo identily
& session

—

Range: 0-31 Range: 0-31 Randarm nurmber generated The minimum nterval between
Cade: 0: AdminDown Cede: 0: AdminDown by remote systern to identify Echo packets that the local
1 Down 1: Dewn & sesgian system is capable of supperting
2 Init 2- Init
3 Up 3 Up
Range: 0-31 Bit: P Poll The miinirmum interval
Code: 0: No Dragnostc F: Final between control packets that
1: Control Detection Time Expired C: Control Plane Independent the local system is capable of
2 Echo Function Faded A: Authentication Prasent supporting
3: Neighbor Signaled Session Down D: Dernand (Final bit reserved]
4: Forwarding Plane Reset
5: Path Down

&: Concatenated Path Down

7: Administratively Down

8: Aeverse Concatenated Path Down
9-31 Reserved for Future Use

Figure 9. BFD in IPv4 Packet Format

Field
Diagnostic Code
State

Flag

Detection
Multiplier

Length

Description
The reason that the last session failed.
The current local session state. Refer to BFD Sessions.

A bit that indicates packet function. If the poll bit is set, the receiving system must respond as soon as
possible, without regard to its transmit interval. The responding system clears the poll bit and sets the
final bit in its response. The poll and final bits are used during the handshake and in Demand mode (refer
to BFD Sessions).

NOTE: Dell EMC Networking OS does not currently support multi-point sessions, Demand mode,

authentication, or control plane independence; these bits are always clear.

The number of packets that must be missed in order to declare a session down.

The entire length of the BFD packet.

My Discriminator A random number generated by the local system to identify the session.
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Field

Your
Discriminator

Desired Min TX
Interval

Required Min RX
Interval

Required Min
Echo RX

Authentication
Type,
Authentication
Length,
Authentication
Data

Description

A random number generated by the remote system to identify the session. Discriminator values are
necessary to identify the session to which a control packet belongs because there can be many sessions
running on a single interface.

The minimum rate at which the local system would like to send control packets to the remote system.

The minimum rate at which the local system would like to receive control packets from the remote
system.

The minimum rate at which the local system would like to receive echo packets.
®| NOTE: Dell EMC Networking OS does not currently support the echo function.

An optional method for authenticating control packets.
®| NOTE: Dell EMC Networking OS does not currently support the BFD authentication function.

Two important parameters are calculated using the values contained in the control packet.

Transmit Interval

Detection time

Transmit interval is the agreed-upon rate at which a system sends control packets. Each system has its
own transmit interval, which is the greater of the last received remote Desired TX Interval and the local
Required Min RX Interval.

Detection time is the amount of time that a system does not receive a control packet, after which the

system determines that the session has failed. Each system has its own detection time.

e In Asynchronous mode: Detection time is the remote Detection Multiplier multiplied by greater of the
remote Desired TX Interval and the local Required Min RX Interval.

e In Demand mode: Detection time is the local Detection Multiplier multiplied by the greater of the local
Desired Min TX and the remote Required Min RX Interval.

BFD Sessions

BFD must be enabled on both sides of a link in order to establish a session.

The two participating systems can assume either of two roles:

Active

Passive

The active system initiates the BFD session. Both systems can be active for the same session.

The passive system does not initiate a session. It only responds to a request for session initialization from
the active system.

A BFD session has two modes:

Asynchronous
mode

Demand mode

In Asynchronous mode, both systems send periodic control messages at an agreed upon interval to
indicate that their session status is Up.’

If one system requests Demand mode, the other system stops sending periodic control packets; it only
sends a response to status inquiries from the Demand mode initiator. Either system (but not both) can
request Demand mode at any time.

®| NOTE: Dell EMC Networking OS supports Asynchronous mode only.

A session can have four states: Administratively Down, Down, Init, and Up.

State

Administratively
Down

Down

Description

The local system does not participate in a particular session.

The remote system is not sending control packets or at least not within the detection time for a particular
session.
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State Description
Init The local system is communicating.

Up Both systems are exchanging control packets.

The session is declared down if:

e A control packet is not received within the detection time.
e Sufficient echo packets are lost.
e Demand mode is active and a control packet is not received in response to a poll packet.

BFD Three-Way Handshake

A three-way handshake must take place between the systems that participate in the BFD session.

The handshake shown in the following illustration assumes that there is one active and one passive system, and that this session

is the first session established on this link. The default session state on both ports is Down.

1. The active system sends a steady stream of control packets that indicates that its session state is Down, until the passive
system responds. These packets are sent at the desired transmit interval of the Active system. The Your Discriminator field
is set to zero.

2. When the passive system receives any of these control packets, it changes its session state to Init and sends a response
that indicates its state change. The response includes its session ID in the My Discriminator field and the session ID of the
remote system in the Your Discriminator field.

3. The active system receives the response from the passive system and changes its session state to Up. It then sends a
control packet indicating this state change. This is the third and final part of the handshake. Now the discriminator values
have been exchanged and the transmit intervals have been negotiated.

4. The passive system receives the control packet and changes its state to Up. Both systems agree that a session has been
established. However, because both members must send a control packet — that requires a response — anytime there is a
state change or change in a session parameter, the passive system sends a final response indicating the state change. After
this, periodic control packets are exchanged.
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Figure 10. BFD Three-Way Handshake State Changes
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Session State Changes

The following illustration shows how the session state on a system changes based on the status notification it receives from
the remote system. For example, if a session on a system is down and it receives a Down status notification from the remote
system, the session state on the local system changes to Init.

C t S Stat
urrent Session State Up,

Admin Down,

The Packet Received s

Admin Down, Timer

Admin Down, Down, Timer

Init, Up

Figure 11. Session State Changes

Important Points to Remember

e Dell EMC Networking OS supports 128 sessions per stack unit at 300 minimum transmit and receive intervals with a
multiplier of 3, 64 sessions at 150 minimum transmit and receive intervals with a multiplier of 3, and 32 sessions at 100
minimum transmit and receive intervals with a multiplier of 3.

Enable BFD on both ends of a link.

Demand mode, authentication, and the Echo function are not supported.

BFD is not supported on multi-hop.

Protocol Liveness is supported for routing protocols only.

Dell EMC Networking OS supports static routes, OSPF, OSPFv3, IS-IS, BGP, IPv6 BGP, and VRRP protocols as BFD clients.

e Dell EMC Networking OS supports default and nondefault VRFs for IPv4 and IPv6 BGP.

e Dell EMC Networking OS does not recommend using 50 milliseconds as transmit and receive intervals in a production
network.

Configure BFD

This section contains the following procedures.
e Configure BFD for Static Routes
e Configure BFD for OSPF
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Configure BFD for OSPFv3
Configure BFD for IS-IS
Configure BFD for BGP
Configure BFD for VRRP
Configuring Protocol Liveness

Configure BFD for Physical Ports

Configuring BFD for physical ports is supported on the C-Series and E-Series platforms only.

BFD on physical ports is useful when you do not enable the routing protocol. Without BFD, if the remote system fails, the local
system does not remove the connected route until the first failed attempt to send a packet. When you enable BFD, the local
system removes the route as soon as it stops receiving periodic control packets from the remote system.

Configuring BFD for a physical port is a two-step process:
1. Enable BFD globally.
2. Establish a session with a next-hop neighbor.

Related Configuration Tasks

e Viewing Physical Port Session Parameters.
e Disabling and Re-Enabling BFD.

Enabling BFD Globally

You must enable BFD globally on both routers.

To enable the BFD globally, use the following command.
e Enable BFD globally.
CONFIGURATION mode
bfd enable
To verify that BFD is enabled globally, use the show running bfd command.
The bold line shows that BFD is enabled.
R1 (conf) #bfd ?
enable Enable BFD protocol

protocol-liveness Enable BFD protocol-liveness
Rl (conf) #bfd enable

Rl (conf) #do show running-config bfd
|

de enable
R1 (conf) #

Viewing Physical Port Session Parameters

BFD sessions are configured with default intervals and a default role (active). Dell EMC Networking recommends maintaining
the default values.

To view session parameters, use the show bfd neighbors detail command.

Example of Viewing Session Parameters

Rl (conf-if-te-4/24)#bfd interval 100 min rx 100 multiplier 4 role passive
Rl (conf-if-te-4/24)#do show bfd neighbors detail

Session Discriminator: 1

Neighbor Discriminator: 1

Local Addr: 2.2.2.1

Local MAC Addr: 00:01:e8:09:c3:eb5
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Remote Addr: 2.2.2.2
Remote MAC Addr: 00:01:e8:06:95:a2
Int: TenGigabitEthernet 4/24
State: Up
Configured parameters:
TX: 100ms, RX: 100ms, Multiplier: 4
Neighbor parameters:
TX: 100ms, RX: 100ms, Multiplier: 3
Actual parameters:
TX: 100ms, RX: 100ms, Multiplier: 4
Role: Passive
Delete session on Down: False
Client Registered: CLI
Uptime: 00:09:06
Statistics:
Number of packets received from neighbor: 4092
Number of packets sent to neighbor: 4093
Number of state changes: 1
Number of messages from IFA about port state change: 0
Number of messages communicated b/w Manager and Agent: 7

Disabling and Re-Enabling BFD

BFD is enabled on all interfaces by default, though sessions are not created unless explicitly configured.

If you disable BFD, all of the sessions on that interface are placed in an Administratively Down state ( the first message
example), and the remote systems are notified of the session state change (the second message example).

To disable and re-enable BFD on an interface, use the following commands.
e Disable BFD on an interface.

INTERFACE mode

no bfd enable
e FEnable BFD on an interface.

INTERFACE mode

bfd enable

If you disable BFD on a local interface, this message displays:

Rl (conf-if-te-4/24)#01:00:52: $RPMO-P:RP2 %BFDMGR—l—BFD_STATE_CHANGE: Changed
session state to Ad
Dn for neighbor 2.2.2.2 on interface Te 4/24 (diag: 0)

If the remote system state changes due to the local state administration being down, this message displays:

R2>01:32:53: $RPMO-P:RP2 %BFDMGR—l—BFD_STATE_CHANGE: Changed session state to Down
for neighbor
2.2.2.1 on interface Te 2/1 (diag: 7)

Configure BFD for Static Routes

BFD offers systems a link state detection mechanism for static routes. With BFD, systems are notified to remove static routes
from the routing table as soon as the link state change occurs, rather than waiting until packets fail to reach their next hop.

Configuring BFD for static routes is a three-step process:

1. Enable BFD globally.

2. Configure static routes on both routers on the system (either local or remote).

3. Configure an IP route to connect BFD on the static routes using the ip route bfd command.

Related Configuration Tasks

e Changing Static Route Session Parameters
e Disabling BFD for Static Routes
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Establishing Sessions for Static Routes for Default VRF

Sessions are established for all neighbors that are the next hop of a static route on the default VRF.

Dedilconf shut M
Delliconfl# ip route 5.5.5.1/24 2.2.2.1
Delliconfl ip route bfd

Dellicenfight ip route bfd

Figure 12. Establishing Sessions for Static Routes

To establish a BFD session, use the following command.

e Establish BFD sessions for all neighbors that are the next hop of a static route.
CONFIGURATION mode

ip route bfd [prefix-list prefix-list-name] [interval interval min rx min rx multiplier
value role {active | passive}]

To verify that sessions have been created for static routes, use the show bfd neighbors command.

Rl (conf) #ip route 2.2.3.0/24 2.2.2.2
Rl (conf) #ip route bfd
Rl (conf) #do show bfd neighbors

* - Active session role
Ad Dn - Admin Down

C - CLI

I - ISIS

O - OSPF

R - Static Route (RTM)
LocalAddr RemoteAddr Interface State Rx-int Tx-int Mult Clients
2.2.2.1 2.2.2.2 Te 4/24 Up 200 200 4 R

To view detailed session information, use the show bfd neighbors detail command.

Establishing Static Route Sessions on Specific Neighbors

You can selectively enable BFD sessions on specific neighbors based on a destination prefix-list.

When you establish a BFD session using the ip route bfd command, all the next-hop neighbors in the static route become
part of the BFD session. Starting with Dell EMC Networking OS release 9.11.0.0, you can enable BFD sessions on specific
next-hop neighbors. You can specify the next-hop neighbors to be part of a BFD session by including them in a prefix-list.

Prefix lists are used in route maps and route filtering operations. You can use prefix lists as an alternative to existing access lists
(ACLs). A prefix is a portion of the IP address. Prefix lists constitute any number of bits in an IP address starting from the far
left bit of the far left octet. By specifying the exactly number of bits in an IP address that belong to a prefix list, the prefix list
can be used to aggregate addresses and perform some functions; for example, redistribution.

You can use the following options to enable or disable the BFD session:

e Permit — The permit option enables creation of a BFD session on the specified prefix list or prefix list range. The no permit
option enables tear down of the BFD session if and only if the ACL has no permit entry that shares the same neighbor.

e Deny — The deny option prevents BFD sessions from getting created for the specified prefix list or prefix list range.
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For more information on prefix lists, see |IP Prefix Lists.
To enable BFD sessions on specific neighbors, perform the following steps:

Enter the following command to enable BFD session on specific next-hop neighbors:
CONFIGURATION

ip route bfd prefix-list prefix-list-name
The BFD session is established for the next-hop neighbors that are specified in the prefix-list.

The absence of a prefix-list causes BFD sessions to be enabled on all the eligible next-hop neighbors.

You can use only valid unicast address prefixes in the BFD prefix list. An erroneous prefix in a prefix-list causes the entire
prefix-list to be rejected.

A BFD session is enabled for the directly connected next-hop neighbor specified in the configured destination prefix list.

If you attach an empty prefix-list, all the existing established BFD sessions are teared down. If a destination prefix or prefix
range is not present in the prefix-list, then it is considered as an implicit deny.

When a destination prefix is deleted from the prefix-list using the no permit option, the corresponding BFD session is torn
down immediately. In this scenario, the BFD session tear down occurs only if the other destination prefixes in the prefix-list
are not pointing to the same neighbor.

The permit option enables creation of a BFD session for the specified static destination prefix or prefix range. The system
prevents creation of BFD sessions for all other destination prefixes that are explicitly specified as Deny in the prefix list.

If other destination prefixes in the prefix-list are pointing to the same neighbor, then the no permit or the deny option
on a particular destination prefix neither creates a BFD session on a neighbor nor removes the static routes from the unicast
database.

BFD sessions created using any one IP prefix list are active at any given point in time. If a new prefix list is assigned, then
BFD sessions corresponding to the older (existing) prefix list are replaced with the newer ones.

Each time a prefix list is modified, only addition or deletion of new entries in that prefix list are processed for BFD session

establishment or tear down.

Changing Static Route Session Parameters

BFD sessions are configured with default intervals and a default role.

The parameters you can configure are: Desired TX Interval, Required Min RX Interval, Detection Multiplier, and system role.
These parameters are configured for all static routes. If you change a parameter, the change affects all sessions for static
routes.

To change parameters for static route sessions, use the following command .

e Change parameters for all static route sessions.
CONFIGURATION mode

ip route bfd [prefix-list prefix-Ilist-name] interval milliseconds min rx milliseconds
multiplier value role [active | passive]

To view session parameters, use the show bfd neighbors detail command.

Disabling BFD for Static Routes

If you disable BFD, all static route BFD sessions are torn down.
A final Admin Down packet is sent to all neighbors on the remote systems, and those neighbors change to the Down state.
To disable BFD for static routes, use the following command.

e Disable BFD for static routes.
CONFIGURATION mode

no ip route bfd [prefix-list prefix-list-name] [interval interval min rx min rx
multiplier value role {active | passive}]
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Configure BFD for OSPF

When you use BFD with OSPF, the OSPF protocol registers with the BFD manager. BFD sessions are established with all
neighboring interfaces participating in OSPF. If a neighboring interface fails, the BFD agent notifies the BFD manager, which in
turn notifies the OSPF protocol that a link state change has occurred.

Configuring BFD for OSPF is a two-step process:
1. Enable BFD globally.
2. Establish sessions with OSPF neighbors.

Related Configuration Tasks

e Changing OSPF Session Parameters
e Disabling BFD for OSPF

Establishing Sessions with OSPF Neighbors for the Default VRF

BFD sessions can be established with all OSPF neighbors at once or sessions can be established with all neighbors out of a
specific interface. Sessions are only established when the OSPF adjacency is in the Full state.

Dellicant-if-te-2/11# ip address 2.2 2.2/24 Dellicant-if-te-2/2)# ip address 2.23.1/24

Dellicant-if-te-2/1)# no shutdown Delliconf-if-te-2/21# no shutdown

Dellicant-if-te-2/11# exit Dellicant-if-te-2/2)# exit

Dellicanfight router aspf 1 ® Delliconfigh rauter ospf 1

Dellicanfig-router_ospil# network 22.2.0/24 area 0 Dellicanfig-router_ospfi# netwark 22 3.0/24 area 1
_ospflé b i _ospfl# bid all-nei

Fdl all
Delliconf-if-te-6/11# ip address 22.4.1/24
Dellicont-if-te-6/11# no shutdown
Deellicont-if-te-6/11# exit
Dellicanfight rauter espf 1
Dellieanfig-rauter_cspfl# netwark 2.2.4.0/24 area 1

_ospfl# bfd all-nei
L

R1 R2
Delliconf-if-te-4/24)# ip address 22 21/24 Delliconi-if-te-6/01# i address 2.2 3.2/24
Delliconf-if-te-4/24)# no shutdown Dellicont-if-te-6/01# na shutdown
Delliconf-i-te-4/2418 exit Dellicont-if-te-6/01# exit
Delliconfight rauter aspf 1 Delliconfial# router cspf 1
Dellicanfig-router_ospil# network 22.2.0/24 area D Delliconfig-router_cspfl# netwark 2.2.3.0/24 area 1
_ospflif bfd all-nei _ospil# bid all-nei
R4

Dellicont-if-te-6/01# ip address 2.2.4.2/24

Dellicani-if-te-6/0}# no shutdown

Dellicont-if-te-6/01# exit

Delliconfigh router cspf 1

Delliconfig-router_cspfl# netwark 2.2.4.0/24 area 1
_ospf)# bfd all-nei

Figure 13. Establishing Sessions with OSPF Neighbors

To establish BFD with all OSPF neighbors or with OSPF neighbors on a single interface, use the following commands.
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e Enable BFD globally.
CONFIGURATION mode
bfd enable
e Establish sessions with all OSPF neighbors.
ROUTER-OSPF mode
bfd all-neighbors
e Establish sessions with OSPF neighbors on a single interface.
INTERFACE mode
ip ospf bfd all-neighbors

To view the established sessions, use the show bfd neighbors command.

The bold line shows the OSPF BFD sessions.

R2 (conf-router ospf) #bfd all-neighbors
R2 (conf-router ospf)#do show bfd neighbors

& - Active session role
Ad Dn - Admin Down

C - CLI

I - ISIS

0O - OSPF

R - Static Route (RTM)

LocalAddr RemoteAddr Interface State Rx-int Tx-int Mult Clients
* 2.2.2.2 2.2.2.1 Te 2/1 Up 100 100 3 0O
*2.2.31 2.2.3.2 Te2/2 Up 100 100 3 O

Establishing Sessions with OSPF Neighbors for nondefault VRFs

To configure BFD in a nondefault VRF, follow this procedure:
e Enable BFD globally.

CONFIGURATION mode
bfd enable
e Establish sessions with all OSPF neighbors in a specific VRF.
ROUTER-OSPF mode
bfd all-neighbors
e Establish sessions with OSPF neighbors on a single interface in 