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Revision history

This table provides an overview of the changes in this guide.

Table 1. Revision history

Release | Revision Description
2.0.0 AO3 (November 2020) Getting started — Added new section on supported and tested scale limits
Backup and restore — Added new section on how to create and restore
backups
Upgrade SFD — Updated how to upgrade SFD
Notifications, events, alerts, and activities — Updated notifications, events,
alerts, and activities
e Fabric intent configuration — Updated L3 BGP leaf spine fabric and L3 BGP
EVPN leaf spine fabric with VxLAN; added L3 BGP leaf spine with NSX-T
overlay fabric
e SwitchOS support matrix — Added new section on how to download new
SmartFabric OS10 images and upload the images to SFD
12.0 A02 (May 2020) e Installation using vCenter 6.7 — Updated information on service tag input
e Specify system settings — Added new section to upload the service tag
e Create user accounts — Updated screenshots for user management
e Define fabric intent — Added BFD to Layer 3 configuration
111 AO01 (March 2020) Define switch lifecycle job — Enter a user-specified OS10 image name
Upgrade SFD — Upgrade SFD software
1.1.0 AQO (January 2020) Initial release

Revision history 5



SmartFabric Director

Dell EMC SmartFabric Director (SFD) enables data center operators to build, operate, and monitor an open network underlay
fabric. SFD works with Dell EMC PowerSwitch Series switches to ensure that their physical underlay networks are tuned for the
specific overlay environment.

SFD enables the physical switch underlay infrastructure to keep pace with the changing demands of virtualized and software-
defined networks, and provides customers a single view for operating, managing, and troubleshooting of physical and virtual
networks.

Features

Abstracted view of the fabric — no need to manage individual switches

Define, build, and maintain a Layer 2 or Layer 3 leaf spine data center fabric (underlay and EVPN overlay)
Intent template-based provisioning underlay

Authoritative repository of intent and switch configuration and state

Fabric health management and monitoring including events, logs, alarms, states, and metrics (counters)
Operator-driven remediation

Full life-cycle management of switches including grouping of switches and scheduling of jobs

Uses OpenConfig (gNMI, gNOI) for provisioning and streaming telemetry of switches

Inputs

e Provisioning using REST or gRPC/gNOI
e ONIE and gNOl life-cycle management

e Streaming telemetry using gRPC

e Agentless or Agent interface to switches
e |2 or L3 fabric topology

Streaming telemetry

Model-driven telemetry is a new approach for network monitoring. Data is streamed from network switches continuously, using
a push model which provides near real-time access to operational statistics. Applications can subscribe to specific data items
they need, by using standard-based YANG data models.

Streaming telemetry enables users to push data off the switch to an external collector at a higher frequency, more efficiently,
and data on-change streaming.

Models

e destination-group tells the switch where to send telemetry data and how
e sensor-group identifies a list of YANG models that the switch should stream
e subscription-profile ties together the destination-group and the sensor-group

6 SmartFabric Director



Getting started

This information describes the component and configuration requirements.

Dell EMC SmartFabric Director
e Dell EMC SmartFabric Director release 2.0.0

Smartk

abric OS10

All PowerSwitches must be running these versions of Dell EMC SmartFabric OS10:

Release 2.0.0

Release 1.2.0

Release 1.1.2

Release 1.1.1

Release 1.1.0

10.5.2.0P1

10.56.1.2

10.5.0.4 or 10.5.0.5

10.5.0.4 or 10.5.0.5

10.5.0.4

Dell EMC PowerSwitches

SAM1M2F-ON,
S4128F-ON,
S4148F-ON,

S5212F-ON
S5224F-ON
S5232F-ON
S5248F-ON
S5296F-ON
S6010-ON

Z9100-ON

Z9264F-ON
Z9332F-ON

S4048-0ON, S4048T-ON

S4112T-ON
S4128T-ON
S4148FE-ON, S4148T-ON

S4248FB-0ON, S4248FBL-ON

Platforms supported for BGP EVPN intent

Table 2. Supported platforms for BGP EVPN intent

Spine

Z9100-0ON, Z29264F-0ON, Z9332F-ON, S5232F-ON

Leaf

S5212F-ON, S5224F-0ON, S5248F-0ON, S5296F-0ON, S4112F-ON, S4112T-ON, S4128T-ON, S4128F-ON, S4148T-
ON, S4148FE-ON, S4148F-ON

Getting started




VMware requirements

VMware ESXI

Virtualization-ready x86 server

VMware ESXi 7.0b U1, U2 (recommended); ESXi 6.5, U1, U2, U3

VMware vSphere Enterprise Plus license

Virtual appliance (OVA)

4vCPU

16G memory

100G available disk space (higher disk sizes may be required depending on fabric size and data retention requirements)

VMware NSX-T

See docs.vmware.com/VMware NSX-T Data Center for complete NSX-T requirements.

More requirements

Web browser — Chrome (version 72.0.3626.121 and later) and Firefox (version 68.0 and later) recommended
vSphere web client 6.5 U1, U2, U3 — supported for Flash client; not supported for HTML5 client

vSphere web client 7.0 (all versions) — nonsupported for Flash client; supported for HTML5 client

Text or JSON editor to modify the JSON wiring diagram if required

Supported and tested scale limits

Maximum number of switches in a fabric — 64
Maximum number of spines in a fabric — 8
Maximum number of leaf switches in a fabric — 60
Maximum number of edge leaf switches — 2
Maximum number of host-facing physical links — 3000
Maximum number of VLANs — 512

Maximum number of VNIs — 512

Maximum number of tenants/VRFs — 1

Maximum number of vCenter Servers — 1
Maximum number of NSX-T Managers — 1
Maximum number of DVS per vCenter — 3
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Software installation

This information describes how to install SFD in your SmartFabric OS10 network. If your switch came preinstalled with Dell EMC
SmartFabric OS10, see Log in to SmartFabric OS10.

@l NOTE: For detailed hardware installation steps, see the product-specific Installation Guide at www.dell.com/support/.
Topics:

Download SFD image
Log in to SmartFabric OS10

Download SFD image

This information explains show to download the SmartFabric Director software image.

1. Sign into DDL using your account credentials.

2. Locate your entitlement ID and order number, then select the product name.

3. Select the Products tab and view your service tag that is located under Associated Hardware of Software ID; write the
service tag down. The service tag is needed during first-time setup. The service tag is also visible in the license key.
Select the Available Downloads tab, select the wanted files to download, then click Download.

Read the Dell End-User License Agreement. Scroll to the end of the agreement, then click Yes, | agree.

Select how to download the software files, then click Download Now.

After you download the image, unpack the .tar file on a Linux or Windows server, then open the README file for instructions
on how to validate the OVA file.

No ob

@ NOTE: The available downloads include the software image, release notes, user guide, and JSON wiring diagram template
(see Fabric wiring diagram definition for complete information).

Log in to SmartFabric OS10

To log in to SmartFabric OS10, turn on the device and wait for the system to perform a power-on self-test (POST). Enter
admin for both the default username and user password.

For better security, change the default admin password during the first SmartFabric OS10 login. The system saves the new
password for future logins. After you change the password through the CLI, enter the write memory command to save the
configuration.

0S10 login: admin

Password: admin

Last login: Sat Oct 6 00:25:33 UTC 2018 on ttySO

Linux O0S10 4.9.110 #1 SMP Debian 4.9.110-3+deb%9u4 x86 64

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the

individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.

R QR R\ JENE L JER ) JE L L PR LR\ UL\ ) JUN R JURS LU\ JUN L JU N G\ QUL JUNL) US| JURS \ QU JUNS L PN LG G\ QU A U ) JUNE \ JEN ) -

=1 Dell EMC Network Operating System (0S10) W
—% * —
-* Copyright (c) 1999-2018 by Dell Inc. All Rights Reserved. e
—* * —

o T TR T TR e B e TR T o T T B s T B T s T e T s T e T T o T T o T s B T T s T s O o T e T e T s B e 8 e T e
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https://www.dell.com/support/
HTTPS://WWW.DELL.COM/SUPPORT/SOFTWARE/

This product is protected by U.S. and international copyright and
intellectual property laws. Dell EMC and the Dell EMC logo are
trademarks of Dell Inc. in the United States and/or other
jurisdictions. All other marks and names mentioned herein may be
trademarks of their respective companies.

0S10# configure terminal

0S10 (config) # username admin password alphad404! role sysadmin
0S10 (config) # exit

0S10# write memory

Check SmartFabric OS10 version
1. View the SmartFabric OS10 version in EXEC mode.

0S10# show version

Dell EMC Networking O0S10 Enterprise

Copyright (c) 1999-2020 by Dell Inc. All Rights Reserved.
0S Version: 10.5.2.0

Build Version: 10.5.2.0.228

Build Time: 2020-09-19T04:16:06+0000

System Type: MX9116N-ON

Architecture: x86 64

Up Time: 01:28:47

2. (Optional) If your switch is not preloaded with SmartFabric OS10 10.5.2.0, you must upgrade the operating system (see
Upgrade SmartFabric OS10 in the Dell EMC SmartfFabric OS10 User Guide at www.dell.com/support/).
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Switch configuration

This information explains how to configure SmartFabric OS10 for SFD. For complete configuration information, see the Dell EMC
SmartFabric OS10 User Guide at www.dell.com/support/.

Checklist
Gather these items before starting switch configuration from SmartFabric OS10 for SFD:

Management interface IP address

Host names to correspond with names used in the wiring diagram (JSON)
JSON file (optionally exported from FDC)

Interface breakouts

Switch-port profile and port-group modes

NTP server address

Crypto security certificate

Topics:

Management interface
Crypto security
Switch-port profiles

NTP server configuration
Authentication lockout

Management interface

This information explains how to configure Management interface access to network devices. You can configure the
Management interface, but the configuration options on this interface are limited. You cannot configure gateway addresses and
IP addresses if it appears in the main routing table. Proxy ARP is not supported on this interface.

1. Configure the Management interface.

0S10 (config) # interface mgmt 1/1/1
2. By default, DHCP client is enabled on the Management interface. Disable DHCP client operations.
0810 (conf-if-ma-1/1/1)# no ip address dhcp
3. Configure an IP address and mask on the Management interface.
0S10 (conf-if-ma-1/1/1)# ip address A.B.C.D/prefix-length
4. Enable the Management interface.
0S10 (conf-if-ma-1/1/1)# no shutdown
5. Exit CONFIGURATION mode.
0S10 (conf-if-ma-1/1/1)# exit
6. Configure the default route for the Management interface.
0S10 (config) # management route 0.0.0.0/0 gateway ip address
Configure Management interface
0S10 (config)# interface mgmt 1/1/1

0S10 (conf-if-ma-1/1/1)# no ip address dhcp
0S10 (conf-if-ma-1/1/1)# ip address 10.1.1.10/24

Switch configuration 1"
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0S10 (conf-if-ma-1/1/1)# no shutdown
0S10 (conf-if-ma-1/1/1)# exit
0S10 (config) # management route 10.10.20.0/24 10.1.1.1

For complete information about configuring Management interfaces, see the Dell EMC SmartFabric OS10 User Guide at
www.dell.com/support/.

Crypto security

This information explains how to prepare your switch for SmartFabric Director from the OS10 side to install the crypto security
profile and license.

The gNMI agent, available with SmartFabric OS10 release 10.5.2.0 and later, provides a new interface to configure OS10
devices. It uses gNMI protocol and OpenConfig YANG models to support create, read, update, and delete (CRUD) operations,
life cycle management through gNOI and configuration of streaming telemetry.

The gNMI agent listens to SFD to receive remote configuration-change requests or upgrade and downgrade instructions. As a
part of these remote configuration changes, the gNMI agent enables the telemetry agent to transmit preconfigured sensor
group data in the OpenConfig format to SFD.

Setup crypto security

1. Log in to SmartFabric OS10, then verify that the installed software version meets the requirements.

0S10# show version

Dell EMC Networking O0S10 Enterprise

Copyright (c) 1999-2020 by Dell Inc. All Rights Reserved.
0S Version: 10.5.2.0

Build Version: 10.5.2.0.228

Build Time: 2020-09-19T04:16:06+0000

System Type: MX9116N-ON

Architecture: x86 64

Up Time: 01:28:47

2. Verify your switch operating mode in EXEC mode.
0S10# show switch-operating-mode
Switch-Operating-Mode : Full Switch Mode

3. Set up the crypto security profile and certificate, then replace gnmi-o0s10-0 with a security-profile name of your choice.
Format is gnmi-xxx-0 where xxx is any string.

0S10# config t

0S10 (config)# crypto security-profile gnmi-o0s10-0
0S10 (conf-sec-profile)# certificate gnmi-o0s10-0
0S10 (conf-sec-profile)# exit

4, Start restconf and set HTTPS session timeout value.

0S10 (config) # rest api restconf
0S10 (config)# rest https session timeout 60

B. Setupthe gnmi-security-profile.

0S10 (config) # gnmi-security-profile gnmi-0s10-0
0S10 (config) # exit

6. Create crypto certificate.

0S10# crypto cert generate self-signed cert-file home://gnmi-0sl10-0.crt key-file
home://gnmi-0s10-0.key cname 0s10

Processing certificate

Successfully created certificate file and key
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@ NOTE: The creation of the crypto certificate only needs to be done once. If the startup configuration is deleted, this
step does not need to be repeated as certificates are retained.
7. Install the certificate.

0S10# crypto cert install cert-file home://gnmi-0sl0-0.crt key-file home://gnmi-
0s10-0.key

Processing certificate

Certificate and keys were successfully installed as "gnmi-0sl0-0.crt" that may be
used in a security profile. CN = 0s10

8. Set the switch operating mode to SFD, then verify the mode.

0S10# switch-operating-mode sfd
0S10# show switch-operating-mode

Switch-Operating-Mode : SmartFabric Director Mode

0S10# show sfd status

Controller IP Port Status
::fff£:100.94.25.246 8443 active

9. Save the configuration.

0S10# write memory

10. SFD displays an informational message to reload the device for SFD mode to take effect; reload the switch.

0S10# reload

For complete information about crypto security profiles, see the Dell EMC SmartFabric OS10 User Guide at www.dell.com/
support/.

Switch-port profiles

This information explains switch-port profiles. A port profile determines the enabled front-panel ports and supported breakout
modes on Ethernet and unified ports. Change the port profile on a switch to customize uplink and unified port operation, and the
availability of front-panel data ports.

®

NOTE: Port profiles are only applicable for the S4148-ON and S4148U-ON switches. You can skip to the next section if
using these switches.

To change the port profile at the next reboot, use the switch-port-profile command with the wanted profile, save it to
the startup configuration, then use the reload command to apply the changes.

1. Configure a platform-specific port profile. For a stand-alone switch, enter 1/1 for node/unit.
@ NOTE: Switch-port profiles are platform-specific. If switch-port-profile is not available, the configuration is not

available for your specific platform.

0S10 (config) # switch-port-profile node/unit profile

2. Exit CONFIGURATION mode, then save the port profile change to the startup configuration.

0S10 (config) # exit
0S10# write memory

3. Reload the switch.
0S10# reload

The switch reboots with the new port configuration and resets the system defaults, except for the switch-port profile and these
configured settings:

Management interface 1/1/1 configuration
Management IPv4/IPv6 static routes
System hostname

Unified forwarding table (UFT) mode
ECMP maximum paths
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You must manually reconfigure other settings on the switch after you apply a new port profile and reload the switch.

@ NOTE: After you change the switch-port profile, do not immediately back up and restore the startup file. You must use the
write memory command and reloading the switch using the reload command or the new profile does not take effect.

Configure port profile

0S10 (config) # switch-port-profile 1/1 profile-6
0S10 (config) # exit

0S10# write memory

0S10# reload

Verify port profile

0S10 (config) # show switch-port-profile 1/1
| Node/Unit | Current | Next-boot | Default \
| 1/1 | profile-2 | profile-2 | profile-1 |

Supported Profiles:
profile-1
profile-2
profile-3
profile-4
profile-5
profile-6

For complete information about configuring specific ON-Series switch-port profiles, see the Dell EMC SmartFabric OS10 User
Guide at www.dell.com/support/.

NTP server configuration

This information explains how to set up network time protocol (NTP) to synchronize timekeeping among a set of distributed
time servers and clients. The protocol coordinates time distribution in a large, diverse network. NTP clients synchronize with
NTP servers that provide accurate time measurement. NTP clients choose from several NTP servers to determine which offers
the best available source of time and the most reliable transmission of information.

NOTE: The NTP server configured on SFD should be on premise (located in the same data center as SFD), and reachable
by SFD. Using NTP servers (such as time.google.com) that are not on premise or need Internet access for SFD to interface
with is not recommended. The NTP server and the switch must have the same time.

To maintain accurate time, OS10 synchronizes with a time-serving host. For the current time, you can set the system to poll
specific NTP time-serving hosts. From those time-serving hosts, the system chooses one NTP host to synchronize with and
acts as a client to the NTP host. After the host-client relationship establishes, the networking device propagates the time
information throughout its local network.

For complete information about NTP, see the Dell EMC SmartFabric OS10 User Guide at www.dell.com/support/.

Enable NTP

NTP is disabled by default. To enable NTP, configure an NTP server where the system synchronizes. To configure multiple
servers, enter the command multiple times. Multiple servers may impact CPU resources.

Enter the IP address of the NTP server where the system synchronizes.
0S10 (config) # ntp server ip-address
View system clock state

0S10 (config)# do show ntp status

system peer: 0.0.0.0
system peer mode: unspec
leap indicator: 11
stratum: 16
precision: =22
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root distance: 0.00000 s

root dispersion: 1.28647 s

reference ID: [73.78.73.84]

reference time: 00000000.00000000 Mon, Jan 1 1900
system flags: monitor ntp kernel stats

Jjitter: 0.000000 s

stability: 0.000 ppm

broadcastdelay: 0.000000 s

authdelay: 0.000000 s

View calculated NTP synchronization variables

0S10 (config)# do show ntp associations

0:00:00.000

remote local st poll reach delay offset disp
10.16.150.185  10.16.151.123 16 1024 0 0.00000 0.000000 3.99217
0S10# show ntp associations

remote local st poll reach delay offset disp
10.16.150.185 10.16.151.123 16 1024 0 0.00000 0.000000 3.99217

Authentication lockout

This information explains how to prepare your switch for SmartFabric Director from the OS10 side in case of authentication

lockout.

In 0S10 10.5.2.0P1, the default lockout period after three invalid login attempts is five minutes. Within the five minutes, if
additional login attempts are made irrespective of valid or invalid credentials, the lockout period is reset to five minutes after
each attempt. This may lead to a denial of service from OS10. To avoid this issue, you need to configure the default lockout-
period to zero minutes. Authentication lockout is applicable for all NBls or applications connecting to a switch.

1. Configure the password attributes to zero seconds.

0S10 (config) # password-attributes lockout-period O

2. Exit CONFIGURATION mode.

0S10 (config) # exit

3. Display the running configuration to verify the change.

0S10# show running-configuration password-attributes
|

password-attributes lockout-period 0

4. Write memory to save the configuration.
0S10# write memory
Configure lockout period

0S10 (config) # password-attributes lockout-period 0
0S10 (config) # exit

0S10# show running-configuration password-attributes
!

password-attributes lockout-period 0

0S10# write memory

Switch configuration
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First-time setup

This information explains what you must do if setting up SmartFabric Director for the first time.

@lNOTE: SFD cannot be installed on a single ESXi embedded host client, and must be installed through a vCenter server.
Topics:

Installation using vCenter 6.7
Installation using vCenter 6.5
Log in to SmartFabric Director
Specify system settings
Create user accounts

Installation using vCenter 6.7

This information describes how to import the SmartFabric Director OVA file into the content library, then create a virtual
machine (VM). It is recommended that SFD is installed on a server which is part of your infrastructure rack, and is different
from workload servers.

Download and install OVA

You can add items to a content library by importing files from your local system. You can import an OVA package to use as a
template for deploying virtual machines.

1. Download the OVA from DDL or the VMware Solution Exchange, then store the OVA image locally or on a server.

2. Select Hosts and Domains, select the domain that the plug-in must manage, then select Action > Deploy OVF Template.

3. Select Local file, click Choose Files and select SmartFabric Director 2.0.0.ova from a local source, then click
Next. You can use either a URL or a local file.
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Deploy OVF Template
1 5ekact & Select an OVF template
3 Sabect & namme and folder Select an OWF template from remobe LR o looal Bl sysiem
1 Select & compule rescuncs B
& Rarview datali Enter a URL 12 downiosd and ingtall ire OWF packoge from e Intarmed, o Browse 10 a
5 Galact storsga Iecation stcesdible Trom your COMouter, Juch a8 & acal hard difve, & Pebwon shane, of 8
& Ready to complete CO/DND dehve.
O uRL
Rt tine-abs TS eng amwars comfviakatrmheckatfifd_code_drepaividai_dropid_rss 5
Local file
Ehooss Fles
CANCEL ACE m
F
. 4

4, Select a name and folder for the VM, then click Next.

Deploy OVF Template

¥ 1 Ssiact an CVF templaly Sefect a name and folder
e
1 Salact & compute rescurces
4 Review dutalls
5 Select storage
& Ready to complate Select & location for thie viriesl maching,

Wistual maching nare:  gld

w [0 10.196.207.148
» (po

B. Select the destination compute resource, then click Next.
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Deploy OVF Template

« 15elect an OVF template ‘Select a compule resource
« 2 Salest & Abive nd felder Sarlact thi SeiliNA SN COMBULE MROURCE IOF Thil ORaratian

4 Review detalls ~ [l ot

5 Select storage + I chusten

& Ready to complete » IO Clusierd-Swinchas
» [ Chustend

» [ wi-hs2-pion5.eng vmware.com

Campatibiity
o Compatibdiny checks succeadad,

pamer

6. Review and verify the template details, then click Next.

Deploy OVF Template

1 Select an OWF template Rovigw details
+ 2 Belect a name and folder Yerify the template defals.

" 3 Select & COMPULD resourcd

A Pavierw daladld

8 Licarie sgrasments Pubdisher Mo cartificats prasent

' Selictamcge Proguct Dl EMC SmartFabric Directar

7 Select networks

A Cuatomirg terplale Dioeriboad aize 4468

# Aeady to compitte Size on dhk 7.7 G (ihin proviskoned)
000 Gl [Thick provisoned)

7. Accept the user license agreement (EULA), then click Next.
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Deploy OVF Template
1 5ebect an OWE template LICorng Bpraements

« 2 Select a name and Tolder The end-user koense sgresmaent must be accepbed.
" 3 Select a compute rescuncs

o 4R setad mmxmhmmﬂmmnm I:
& Select storage Congratulaticns on your ness Dall EMC purchaze!
7 Saloct netwaicn
il Cuateenire terplale Wesu purchads s ute of this Dl EMC product i subisct 1o and gowernad by the Dell
4 Heaify to complete EME Commercial Terms of Sabe, unbess you hawe a separale writien sgreement with

Dl EMC that specificaily appikes 10 your orger, and the End Liser License Agreemant
(E-ELALA) which arg ach prosented Desow i tha folomdng onder:
« Coeniraincial T of Sak

= End User Licerse Agreemant (E-EULAJ

T Cornmanzial Tadms of Sale Mar tha Uinited 51003 60 présented Balow 80 80 sHo
avababie onling &l the websile below 1hat comesponds 1o this country in which this
prodiuct was purchased.

By tha sct of clicking *1 accapt.” you agees [or re-atfirm your agroamant 1) the

8| acoept all Boanss Agreaments

CANCEL BACK m

Select the data store to store the configuration and datafile, then click Next.

Deploy OVF Template

w1 Select an OVF template Select storage

« 2 Select & nare and lolder Sedect the datasione in which 1o s1one the configuration and disk files
3 Select a compate repouce
" & Review detals

" 5 License sgresments

m Select virtusl disk farmat: Thin Provishen

T Select natworks Vi Storage Pobicy: Datastore Defaur  ~
B Customize templaie Hame o . e Ty
9 Resdy to complete
[ casassann 186 TR 27378 18 G w
Compatibiity

~* Compatiolity checks succesded.

CANCEL l BACK | m

Select a destination network for each network source, then click Next. The default VLAN ID for this network is 3939. The

vCenter Server network must be connected to the port group where the vCenter is reachable for plug-in deployment of the
VM.
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Deploy OVF Template

« 1 Saleet am OVF teenplate Bellect natworks

2 Select & name and folder Sedect a deslination retwor Tof Bach source Mlednk

+ 3 Select & compute resource

« i Revies detalls Sourtn Mitwodk ¥ Deiination Metwork ¥
" 5 Licarse sgresmants W Memweih i Mirtweei

« & Solect Mlarage

N B

8 Customize templatie

9 Ready 1o compseie IP Allocation Settings
I G AR Snata - Macwal
IF pratocol: P

10. Enter the system name for the appliance, select the checkbox if SSH access is enabled, list the NTP servers (space
separated), enter the Domain Name Server, then click Next. The Service Tag can be added later as part of the system
settings after logging into SFD.

11. Select Networking Properties to customize the template.

Deploy OVF Template

1 Sebect an OVF tomplate Customise template

T Sebpct 3 namw and folder  Cugloming (e ceployment properteg of this Softwang soluticon
3 Selact & compule NesDUrce

Motworking Propetties F setbngs

5 Licenss agresments

& Sadect storage SFD Hest Propertias ¥ sutbneg

T Sl networks

System Services 3 spttings
B Customize templabe

L
'
w
4 Review detalls
e
o
L4

CANCEL BACK
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12. Enter the IPv4 address for this interface, the netmask, and the default IPv4 gateway address for this VM.

o
w
w
W
o
w
o

Deploy OVF Template

1 Select an ONF template

2 Sebect @ name and folder

3 Selcl & COMPUS MEsource
i Roview dotails

Customaze template

CUMCMe e Sepiyment Dropertes of this softwane Soluton

MNatworking Propartion 3 setings
§ Licenie sgreementi
& Select storage 1Pyd Aareas T 1P 2000854 for Bus nterfae
7T Solect rbworks
L]
¥ Ready o comalate Mebmask Tre nelmask of prefic for ihs nletace
o
Datault Ve Gateway Trg O FaU Qateway SI0ress Tor thes Wi
BP0 Hoat Proprtied 3 seipngi
Lystem Services 3 seftngs
CAMCEL BACK
a4
el
13. Select SFD Host Properties, then enter the password for the SFD host.
w1 Select an OVF template Customize template
3 Saelect & name and fokier Cusiemie the dephiy ment Croperes of g 1M lwane Lolon
w 3 Select & compute FeSOUNcE
w4 Reviars delais
Matwarking Propsrtied
" 5 Licenie sgraemants
o B Select storage - SFD Host Propssries
w7 Salect networks
adminmBeid bocal passwoed retiad passwond Poe Ehe sdmini @t kocal user
omize bFemplale
asoeat
9 Ready 1o Comphete
Fassword G}
Cenfirm
Passwornd
Hostnams SpeCEies the Sy 58M Name for the appsance
&fa
S5H scowss for wser
admim S sid kocal
Syilem Services 3 NG
CANCEL BACK
Fl
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14. Select System Services, enter the list of NTP servers separated by a space, then click Next.

Deploy OVF Template

» 1 Select an OVF temmplate Customize template

+ & Gelecl & name a0 fokier Luslamile he eployment Dropertss of (R 1ofiware sohalon
w 3 Sedect & COMpube resounce

o 4 Review delals

Keteorking Propertie

+ 5 Licende agresmants

w & Select sforage SFD Host Propesties

w

T Sadect mabwork

F— =

NTP Saraees

Ceormupin Marme Sermes

Drarrumies Search Paim

CANCEL BACK

15. Click Finish to start creation of the VM, then power on the VM.

@ NOTE: Once installation finishes, it may take 7 to 12 minutes for the SFD VM to be fully operational.

Installation using vCenter 6.5

This information describes how to modify the .vmx file for a successful SmartFabric Director installation on vSphere 6.5. You
must edit the .vmx file and comment out the nvram location setting.

@ NOTE: If you are using vSphere 6.7, go to the next section. If you are using vSphere 6.5, you must modify the nvram
setting before creating a VM.

1. Shut down the SFD virtual machine.
2. Download the .vmx configuration file from the VM folder, then open the file in a text editor.
3. Comment out the nvram setting.

.encoding = "UTF-8"

config.version = "8"

virtualHW.version = "10"
pciBridgeO.present = "TRUE"
svga.present = "TRUE"
pciBridge4.present = "TRUE"
pciBridge4.virtualDev = "pcieRootPort"
pciBridged4.functions = "8"
pciBridge5.present = "TRUE"
pciBridge5.virtualDev = "pcieRootPort"
<snip>

#nvram = "ovf:/file/file2" <- The ‘nvram’ entry must be commented out

4. Save the changes, replace the file on the VM folder, then exit the text editor.
5. Start the VM.
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@ NOTE: If SmartFabric Director is restarted and if any changes have been made to the switches (such as switches reloaded)
during this time, it is recommended to reload the switch again after SFD is up. This ensures that the complete configuration
is redownloaded to the switches.

Log in to SmartFabric Director

1. Open a browser window, then enter the IP address that is specified during installation of the SFD VM in vCenter.
2. Enter admin@sfd.local for the username and the password that is configured during VM deployment, then click Login.

Welcome to

Dell EMC

SmartFabric Director
v200

Sign in with your email address.

Navigating SmartFabric Director

The navigation menu is automatically collapsed at log in. Click >> to expand the menu.
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SmartFabric Director Ly admin@sfdlocal v

[ Configurations
El Monitoring

“a SFD Notification
£ Wiring Diagrams

&) Life Cycie Management

Define a Fabric

& Settings and Administrati
Looks like we don't have an active network fabric
yet. Select a wiring diagram to define your fabric TR GRS ST
intent ¢
T EEE SR -

HEEE EENE AR EEEE -

SELECT WIRING DIAGRAM

Specify system settings

This information describes how to specify system settings for SmartFabric Director for first-time use.

Upload service tag to About.

Upload SwitchOS support matrix to About.

Add vCenter server or NSX-T Manager to VMware Managers.
(Optional) Add additional DNS servers System Settings.
(Optional) Add additional NTP servers to System Settings.
(Optional) Add Active Directory server to Service Integrations.
Add switch image server to Service Integrations.

Add backup location to Backup Locations.

©NO OIS oNS

Upload service tag and Switch OS support matrix

The About tab displays the SmartFabric Director software version, service tag, and switchOS support.

@lNOTE: This example shows a new installation.
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DeLLEMC SmartFabric Director [y  admin@sfdlocal v

» Settings and Administration
About
la
. (D Mo Service Tag is found. Please upload icense file ( XML) containing service tag
) SmartFabric Director Version
A Service Tag (D T+ UPLOAD
& SwitchOS Support Matrix () 1 UPLOAD

Upload service tag

1. Sign into DDL using your account credentials (see Download SFD image).
2. Download the SFD license file (XML) to your local file system.
3. Click Upload to the right of Service Tag.

Upload License File

4. Click Select file, navigate to where you saved the file, then click Upload.
Upload switchOS support matrix

1. Sign into DDL using your account credentials (see Download SFD image).
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2. Download the SFD SwitchOS support matrix file to your local file system.
3. Click Upload to the right of SwitchOS support matrix.

Update SwitchOS Support Matrix

4. Click Select file, navigate to where you saved the file, then click Upload.

Update SwitchOS Support Matrix

Both the license and SwitchOS support matrix are now uploaded successfully.
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SmartFabric Director admin@sfd local -

» Settings and Administration

About
SmartFabric Director Version
Service Tag () ABCDERC UPLOAD

Switchos Support Matrix ()

VMware Manager integrations

@lNOTE: You can only have one active VMware Manager integration with SmartFabric Director.

1. Select Settings and Administration > Service Integrations, then select VMware Managers.

SmartFabric Director Al admin@sfd local

Service Integrations

1P Address/FODN Type Usermame Associsted Tenant Description Last updated

VMware Managers

2. Click Add vCenter server to configure integration with a vCenter. See NSX Manager if you are not using a vCenter
Server.
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Add vCenter Server

/i, Active fabrics might be atfected upon addition of this vCenter Server

IP Address/FQDN

Username

Password

Description {optional)

3. Enter the IP address/FQDN, username, password, optional description, then click Add.

Settings and Administration

Service integrations

l VMware Managers : . tps

4. (Optional) Select the vCenter server, click on the three dots, select Remove and follow the steps. You can also select Edit
to modify the settings for the vCenter server.
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Service integrations

P AseressFODN Type Vsername Assesistea Tenent Beserprion Last Upaates

1 VMware Managers -] Mot Apphcabie Ot 20, 2020, 120945 PM

Click Remove to delete the vCenter server.

REMOVE VMWARE MANAGER(S)
iy (@ e

@l NOTE: If you are using an ESXi host and remove the current VMware Manager, you must add a new connection to SFD.

Add NSX Manager

1. Select Settings and Administration > Service Integrations, then select VMware Managers.
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DeLLEMC SmartFabric Director [y  admin@sfdlocal v

» Settings and Administration
= About User Management System Settings Service Integrations
la
+ ADD NSX MANAGER
()
2 Switch Image Servers 1P Address/FGDN Type Username Associated Tenant Description Last Updated
£
2 VMware Managers
& Backup Loca

2. Click Add NSX Manager to configure integration.

Add NSX Manager

100675180

P Address/FODN (T)

Username

Password

Description (optional)

3. Enter the IP address/FQDN, username, password, optional description, then click Add.
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DELLEMC SmartFabric Director fa) admingstd local -

» Settings and Administration

Service integrations

I VMware Managers ¢ | @) NSX Manager o

4. (Optional) Select the NSX Manager to delete, then click Remove and follow the steps.

@lNOTE: If you are using an ESXi host and remove the current VMware Manager, you must add a new connection to SFD.

Add additional DNS or NTP servers

1. Select Settings and Administration > System Settings.

DeLLEMC SmartFabric Director 0 admin@std local -
» Settings and Administration -
System Settings
cl
System Name
= ¥ Address(s)

Default Gateway

DNS Servers(s)

NTP Serversis)

i 3

2. (Optional) Click Add up to 3 more to add additional DNS servers, enter the IPv4 address, then click Add.
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NTP server

The NTP server was adding and configured on the switch during VM deployment (see Installation using vCenter 6.7). Use these
steps to add or modify the NTP server after installation.

1. Select Settings and Administration > Service Integrations.
2. (Optional) Click Add up to 3 more to add additional NTP servers, enter the IPv4/FQDN, then click Add.

Add NTP

IPva/FODN
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Add AD server

@lNOTE: If you do not set up an Active Directory Server, you must create user accounts.

1. Select Settings and Administration > Service Integrations.
2. Select AD Server, then click Add AD Server.

Add AD Server

Username

Password

Attributes (optional)

Description (optional)

3. Enter the server URL, username (admin), password, optional attributes, and optional description, then click Add.

Add switch image server

The image server is where the switch software images are stored. See Download SFD image for more information about how to
download a software image.

1. Select Settings and Administration > Service Integrations.
2. Select Switch Image Servers, then click Add switch image server.
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Add Switch Image Server

Type

1P Address/FODN

Base Directory

Description {optional)

3. Select the image transport type (TFTP, FTP, SFTP, SCP or HTTP), enter the IP address/FQDN, enter the username and
password, enter an optional description, then click Add.

Settings and Administration

[ Switch image Servers

Service integrations

admin@sfd. local -

4. (Optional) Select the switch image server, click on the three dots, select Remove and follow the steps. You can also select
Edit to modify the settings for the switch image server.
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Remove Switch Image Server

Add backup location

For a new installation, you must first add a backup location before you can schedule backups.

1. Select Settings and Administration > Service Integrations > Backup Locations.

DeLLEMC n admingstd local -

» Settings and Administration

Service integrations

Backup Locations

2. Click Add backup location.
3. Select the backup type (FTP or SFTP), IP address or FQDN, username and password, optional description, then click Add.
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Add Backup Location

Type

1P Address/FODN

Usemname

Password

Backup Directory

Description (optional)

The new backup location is added. Click on the three dots to edit or remove a backup location.

@ NOTE: You cannot remove a backup location if backup jobs are connected to the location. You must first remove the
backup jobs, then you can remove the backup location.

DEALEMC

admin@sfd. local -

» Settings and Administration -

Service integrations

Backup Locations
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Create user accounts

This information describes how to add user accounts to SmartFabric Director. You can add local users through SmartFabric
Director, or you can use the Active Directory Server. You can enable or disable SSH access for a local user, activate or
deactivate, and remove a local user.

@ NOTE: If you have setup an Active Directory Server, you do not need to add local users. Skip to Using SmartFabric
Director.

1. Select Settings and Administration > User Management to add local users.

DeLLEMC L admingstd local -

» Settings and Administration

User Management

Name Contact PRost Numeer Rese Aceaunt $1atus Fre Updated By Last Updated

2. Click Add user, enter the user email address (username), password twice, first and last name, optional phone number, then
click Add.
NOTE: Each new local user has admin role privileges automatically, and SSH status is enabled by default. Ampersand

(&), percent (%), greater than (>), less than (<), and single quote (") are not allowed in user names.
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Add Local User

Username (email
address)

Password

Confirm Password

Last Name

Contact Phone Number
{optional)

Role

The new user is added. Note that the new user's role is admin, while the administrator has the system admin role.

@l NOTE: There can only be one system admin role.

admin@sfd. local -

» Settings and Administration .

User Management

Updated By Last Updated

3. (Optional) Continue adding new users, or select a user then click on the three dots to view the available options.
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DeLLEMC L admingstd local -

» Settings and Administration .
Uzer Management
& I
Edi Name Contact Phome NumBer Rode Account Status FL U] Upaated By Last Upaated
e c
. A E
Edit user

1. Select the user name, click on the three dots, then select Edit.

Edit User

Username

First Name
Last Name

Contact Phone Number
{eptional)

Role

2. Make changes, then click Save.
Deactivate account
You may want to deactivate an account of a user leaves your company.

1. Select the user name, click on the three dots, then select Deactivate account.
2. Click Deactivate.
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Deactivate Account

Disable SSH

@l NOTE: SSH is only for remote access to the console. Disable SSH to prevent access to the console through SSH.

1. Select the user name, click on the three dots, then select Disable SSH.
2. Click Disable SSH.

DELLEMC

» Settings and Administration

User Management

Usarname L Name Contact Phone Number CE Accourt Status S5H updated By 3t Updated

Delete user

1. Select the user name, click on the three dots, then select Delete.
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2. Click Delete.

Delete User

First-time setup
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7

Using SmartFabric Director

This information describes how to build, define, and deploy a data center SmartFabric. After completion of the SFD bootstrap
and integration into your data center network operations, you are now ready to build, define, and deploy a SmartFabric. The
steps outline a deployment where the operator specifies the SmartFabric for the first time, starting with a clean state.

Topics:

Import fabric wiring diagram
Fabric intent configuration
Importing a new wiring diagram

Import fabric wiring diagram

This information describes how to use the fabric definition screens to import a fabric wiring diagram. Fabric definition describes
the switches, their roles (spine, leaf, or edge leaf), and the wiring diagram of how these switches interconnect.

You must specify the reachability information, such as the Management IP and credentials (username and password) of each
switch, so that SFD can connect to the switches.

@ NOTE: The fabric wiring diagram must be edited manually using a text or JSON editor. Using Fabric Design Center enables
generation of the JSON file.

It is assumed that the switches have been racked, stacked, and connected as per the wiring diagram. All switches must have the
minimum version of SmartFabric Director and 0S10.5.2.0P1 installed, along with the base configuration to connect, and
communicate through the gNMI and gNOI interfaces. For more information about the base configuration, see Switch
configuration.

You must define the role of each switch, and the interface type such as interlink, host, edge facing, or VLT link. It is expected
that the switches are wired per the definition in the wiring diagram.

e Interlinks are switch ports that are used to connect a leaf switch to a spine switch

e Host interfaces are switch ports that are connected to host

e FEdge interfaces (on an edge leaf) are switch ports that are connected to an external switch

Using Fabric Design Center

Dell EMC Fabric Design Center allows you to automatically create a JSON file based on your selections. You can import a JSON
wiring diagram file through SFD. On reading the JSON file, SFD displays the fabric graph as described in the JSON file. You can
download a JSON wiring template from DDL.

@ NOTE: If you have previously configured the switch, the wiring diagram JSON results generated from FDC may need
modifications to work with your switch.

1. Open a browser, then go to fdc.emc.com and log in with your Dell Customer/Partner credentials.
2. Select the checkbox to agree to the terms of use, then click OK.
3. Select either Designing network fabric for a customer opportunity or Trying Fabric Design Center, then click OK.
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Fabric Design Center ©Help G Logout

fHome  Tumkey Network Design  Build-Your-Own Network Design  Import Network Design 959 to 0510 Config ConversionGad)

(2]
Network Fabric for Hy
Tell us about your visit
Dell EMC VxRail
Appliances Designing network fabric for a customer opportunity ' Trying Fabric Design Center
Network Fabric for Re
Dell EMC vSAN Ready Dell EMC Solutions for Dell EMC VxFlex Ready
Nodes Microsoft Azure Stack Nodes
HCI
©2020 Dell, Inc.  Privacy Statement Feedback
4. Select Build-Your-Own-Network Design at the top.
5. Create your Layer 2 or Layer 3 network, then click Apply. You can select the number of racks that are needed for the
design. The default number of spines is calculated based on the default bandwidth to the rack.
DZALLEMC Fabric Design Center OHep  Crlogout
A Home Turnkey Network Design sitd ir-Own Network Desig Import Network Design 059 to 0510 Config ConversiOn@
Build-Your-Own Network Design 2]
Fabric Details v
Network Fabric Name NewFabric External Network Connectivity Layer 3 v
Fabric Design Layer 3 Leaf and Spine w External Network Routing Protocol eBGP "
Fabric Routing Protocol eBGP i External Network Connections per 2 X 10G SFP+ 5
Uplink Switch
Default Leaf/ToR Switch $5248F-ON i Default Spine Switch S5232F-ON ¥
Default Bandwidth to Rack 400 G Number of Workload Racks 2
MNetwork Overlay BGP EVPN v
©2020 Dell, Inc.  Privacy Statement Feedback

6. Verify the fabric design, then click Next. You can also click Edit and make any necessary changes to meet your
requirements.

Using SmartFabric Director 43



DEALLEMC Fabric Design Center

# Home Turnkey Metwork Design B r-Crwn Metwark De Import Network Design 059 to 0510 Config chw@
Build-Your-Own Network Design o
Fabric Details v
Network Fabric Name NewFabric External Network Connectivity Layer 3 & Edie
Fabric Design Layer 3 Leaf and Spine External Network Routing Protocel eBGP
Fabric Routing Protocol eBGP External Network Connections per Uplink Switch 2x10G SFP+
Default Leal/ToR Switch 55248F-0ON Default Spine Switch S8252F-ON
Default Bandwidth to Rack 400G
Network Overlay BGP EVPN

Workload Racks (Leaf Nodes) +

Workioad

Rack Oversubscription
Rack# Rack Name Switches Ports Bandwidth(Gbps) Rack Unit Uplink Connections Ratio EDGE Rack  Actions
> 1 Rack-1 55248F-ON (1] NA 1] 4 X100 - ' G § 4 wordsad
> 2 Rack-2 55248F-ON 1] NA o 4X100 - x E B +Workosd
€020 Dol inc.  Privacy Statement Feedback .,

7. Select Wiring Diagram, select SFD-Wiring for the format, then click Download to save the JSON file for importing into
SFD.

Select Format: SFD-Wirng w m

Switches
Switch Name Wiring Diagram

1]

NewFabric-LEAF-4 552457-CN =

©2020 Dell. inc.  Privacy Statement Feedback.

8. Click Save to save the file for import into SFD.

For complete information, see the Dell EMC Fabric Design Center User Guide.

Import a wiring diagram

You can import a JSON wiring diagram file through SFD. On reading the JSON file, SFD displays the fabric graph as described in
the JSON file. You can download a JSON wiring template from DDL .
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1.

NOTE: Once the JSON file is imported or activated, any active intent of the fabric is no longer valid, and a new intent must
be defined and submitted for approval.

Click Import Fabric from the dashboard or Wiring Diagrams > Import.

SmartFabric Director

Define a Fabric

EEEE AN AR BEEE 22 EEEE

IMPORT FABRIC

2. Go to where you saved the file, then select the JSON file to import.

IMPCORT FABRIC

Wiring import success.
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SmartFabric Director admin@sfdlocal

Description Updated By Last Updated

3. Select the fabric intent, click the three dots, then select View to display the wiring diagram.

SmartFabric Director o admin@sfdlocal «

ANTELEES
s
- 8 - Type Status updated By Last Updated
& DEFINE INTENT
% VIEW 2 NACTIVE admingsfd loca 1
&
@

4. Click OK to close the wiring diagram.
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Fabric intent configuration

This information describes how to define a fabric intent, approve the fabric intent, then deploy it. You can either import a
previously defined fabric intent or start a new one from scratch.

Layer 3 BGP leaf spine fabric

In SFD fabric intent definition, you can specify the fabric type as Layer 3 BGP leaf spine fabric to enable step-by-step guidance
to operationalize BGP EVPN fabric.

Select fabric template

1. Select the fabric, click on the three dots, then Define intent > Create new intent. If modifying an active intent, make a
copy of an intent from the table of intents (active or otherwise), then make the necessary changes.
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2.

SmartFabric Director admin@sfd local

ric yet Select a

Status v | updated By Last Updated

eaf Spine Fabric  INACTIVE admin@sfd local Oct 26, 2020, 54515 AM

Select Layer 3 BGP Leaf Spine Fabric as the fabric template, then click Next.

SmartFabric Director

Fabric Intent Definition Select Fabric Template ®
(2]
el 1 Select Fabric Template Start with one of the network fabric templates
2 )
2 Define Leaf-Spine Metworking Fabric Name US-WEST-DC2-PODS
%
r
Y Spbsinabost Netvosdng Fabric Template Select a template to start

4 Define Bare Metal Host Networking
@ Layer 3 BGP Leaf Spine Fabric
5 Define Edge Networking
Layer 3 BGP Leaf Spine Fabric with MSX-T Overlay (NSX Manager required)

& Submit for Approval Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

CANCEL

Define leaf spine networking

1.

48

Specify the fabric interlink subnet, the /32 loopback IP address seed, then click > to expand advanced settings. SFD
generates a per-switch configuration for the interlinks between the leaf and spine switches.
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Create Mew Fabric  Defining Leaf-Spine Networking for US-WEST-DC2-PODS - Layer 3 BGP Leaf Spine Fabric

Salect Fabric Templshe Edge Switches . I
2 Define Leal-Spine Met._ Leaf Switches 9
Spine Switches 8=

Leaf ASNs

G430 128 64928

Spine ASNs

64501 64616

192768006

Fabric Interlink Base Subnet
Loopback Base IP il i wat2 vafl

Advanced Settngs

Keep the default values for the leaf and spine ASNs, especially the size, to allow for future expansion. If the size is made
restrictive, adding spine or leaf pair switches could result in a failure due to nonavailability of ASN numbers.

SFD allocates the interlink subnets and IP addresses to the loopback interfaces for each switch. You can specify the base
addresses for these which are used as the starting point for allocation. These addresses are used within the fabric.

If switches are removed and added back, the individual IP addresses assigned to the newly added switch may not be in
monotonically increased order. It not guaranteed that a previously allocated IP address will be used. The functionality of the
fabric is not dependent on any specific order that the addresses are allocated by SFD. There can be no duplicate IP
addresses within the fabric, and the addresses must be within the range starting with the specified base value.

Advanced settings

By default, rapid spanning-tree protocol (STP) is enabled to ensure a loop-free topology, as well as uplink failure detection
(UFD) which detects the loss of upstream connectivity. An uplink state group is configured on each leaf switch which
creates an association between the uplinks to the spins, and the downlink interfaces. In the event all uplinks fail on a switch,
UFD automatically shuts down the downstream interfaces. This propagates to the hosts attached to the leaf switch.

Bidirectional forwarding detection (BFD) detects faults between two forwarding engines connected by a link. It provides low
overhead detection of faults, even on physical media that does not support failure detection of any kind such as Ethernet.
This is enabled by default on all switches in a fabric and cannot be modified.

Specify the maximum transmission units (MTUs) for the fabric, then click Next. SFD ensures that the MTU is set to a
specified value on all switches in the fabric.
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SmartFabric Director 12\ admin@sid local

Create New Fabric Defining Leaf-Spine Networking for US-WEST-DC2-PODS - Layer 3 BGP Leaf Spine Fabric

X ] a pre oned
& 1 Select Fabric Template Edge Switches . ~mrene—
2 Define Leaf-Spine Net. Leat Switches @
= Spine Switches T
A
g Leaf ASNs
- Start
il 128 64928
Spine ASNs
fardt 6 64616
Fabric Interlink Base Subnet -2 /68.00N6
Loopback Base IP 000 VER
Advanced Settings
B o] =
i o]
Fabric BFD o
Lol 9216
A ONF A N

BACK CLEAR NEXT

Define host networking

You can specify configuration to support servers carrying virtualized workloads, which are managed by vCenter. SFD interfaces
with vCenter to retrieve the port group information when a workload (VM) is deployed. It uses the workload to configure the
switch to bind the port to the VLAN.

1. Click Add VLAN to add the configuration for each port group for the vCenter Server, then click Next.
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SmartFabric Director [\  adminasfdlocal -

Fabric Intent Definition Define Host Netwaorking for US-WEST-DC2-PODS - Layer 3 Network Fabric X
1 Select Fabric Template Viware Manager(s) @ —
4+ ADD VLAN
2 Define Leaf-Spine Networking
VLAN ID 1 WVLAN Type T Leaf Pair T VRRP VIP T Description T

w

Define Host Networking

.

Define Bare Metal Host Networking

(o

Define Edge Networking

& Submit for Approval

No VLANS found

[exer)

2. Enter the VLAN ID corresponding to the port group, select the Type, then associate one or more VLT pairs to a VLAN ID
from the list of available VLT pairs (from the wiring diagram).

Add VLAN

Type Warkload

Leaf Pair(s)

) . Leaf-1, Leaf-2
Description (optional)
Leaf-3, L
Leaf-5, Leaf-6

Leaf-7, Leaf-8

| CANCEL |

3. Enter the VRRP Virtual IP, IP1, IP 2 information, then click Close.
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Add VLAN

Type Warkload

Leaf Pair(s)
Leaf Pair Leaf-1, Leaf-2

VRRP Virtual P 10.1.1.254

Description (opticnal)

(Optional) Click Add more pairs and repeat the steps.
Enter an optional description, then click Add. Each leaf in the VLT pair has its own IP, and each VLAN in the VLT pair has a

VRRP virtual IP in the same subnet as the VLAN.
The VLAN displays as each host is added.

DALEMC SmartFabric Director [\ samin@sdlocal -

Create Mew Fabric  Define Host Networking for US-WEST-DC2-PODS - Layer 3 BGP Leaf Spine Fabric

VMware Manager(s) i o0 e7120000
Define Leal-Spine Net
3 Define Host Networki VLANE VLAN Type

Define Bare Metal Hos

o0

BACK MEXT

6. Click >> to provide more details, then click Next.
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SmartFabric Director admin@sid local -

Create New Fabric Define Host Metworking for US-WEST-DC2-PODS - Layer 3 BGP Leaf Spine Fabric

. Salact Fabric Templste VMware Manager(s) @
2 Define Leaf-Spine Net

: & AN
3 Define Host Networki._ AR
4 Define Bare Metal Hos B -

&

Define bare metal host networking

VLAN 108
VLAN Type

Description
Lead Pair
{ IS
(

Workicad

virtual inberface ¢ r | ™ y | Virtual mtertace 2 r | w2

BACK MEXT

Not all applications can be virtualized, and you may need to deploy non-virtualized workloads. Hosts used to deploy non-
virtualized workloads are called bare metal hosts. SFD 2.0 supports bare metal hosts.

@ NOTE: Define bare metal host networking is an optional step. Bare metal is required to add a VLAN in access or trunk
mode. If there are no non-virtualized workloads (bare metal hosts), you can skip this step.

1. Click Add bare metal host.

SmartFabric Director 0 admin@sfdlocal -

Create New Fabric Define Bare Metal Host Networking for US-WEST-DC2-PODS - Layer 3 BGP Leaf Spine Fabric

1 Select Fabric Template

Define Leaf-Spine Net

¥
M

Hos + Leaf Pair

3 Define Host Networki

4 Define Bare Metal Ho...

Ports

Native VLAN Workload

2. Enter the Host Name to identify the VLT pair to which the host is connected to, then select the Leaf Pair.
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3.

54

Add Bare Metal Host

Host Name

Leaf Pair Select pair

. Leaf-1, Leaf-2
Description (optional)
Leaf-3, Leaf-4
Leaf-5, Leaf-6

Edge-1, Edge-2

CANCEL

Specify one or more switch ports that the server is connected to, select Access or Trunk for the port type, select the
workload VLAN, an optional description, then click Add.

Add Bare Metal Host

Host Name

Leaf Pair

Ports

Port Type

Worldoad

Description (optional)

A trunk port type requires a native VLAN in addition to the workload VLAN. The switch default configuration has a native
VLAN, and the switch native VLAN option is prepopulated. If you select trunk as the port type and would like to specify the
native VLAN explicitly, enter a VLAN number. Similar to an access port type, a workload VLAN needs to be specified.
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Add Bare Metal Host

Leaf Pair

Ports

Port Type

Native VLAN {optional)

Workdoad

Description (optional)

4. With a trunk port, the host can have more than one workload VLAN. Click Add more VLANs to add additional workload
VLANS, then click Add.

5. The configured bare metal host displays in the bare metal host table. Click Next to proceed to edge networking.

DA LEMC SmartFabric Director el admin@sid local

Create Mew Fabric  Define Bare Metal Host Networking for US-WEST-DC2-PODS - Layer 3 BGP Leaf Spine Fabric

1 Select Fabric Template
2 Define Leaf-Spine Net

3 Define Host Network

4 Define Bare Metal Ho..

BACK | MEXT

6. (Optional) Select the bare metal host, click the three dots, then select Edit to modify the configuration.

Submit for approval
Once the fabric intent has been specified, it needs to be approved before deployment. Only approved fabric intents can be

deployed. SFD provides a summary of the wiring diagram and the fabric intent.

1. Click on the individual tiles to view details of the intent before submitting it for approval.
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SmartFabric Director 0 admin@sfd ocal -

Create New Fabric Request Approval for US-WEST-DC2-PODS Configuration

1 Sefect Fabric Template Submitting the folowing fabric intent for approval

Define Leat-Spine Net Wiring Diagram

¥
"

- r 3 BGP Lea ine Fabric
Define Host Networki LAy P Lanf Spine Pt

w

»

Define Bare Metal Hos.

@ 5 Submit for Approval

Fabric intent

A L3_BGP Network Configuration for 254 -EVPN
topology

Last Modified Nov 2, 2020, 3:0LS!PM
Type

L1

nierace 13

aatl watd

Fabric BFD

MTU 9218

Bare Metal

Edge Links

Number of VLANS (T vLans

SAVE FOR LATER SUBMIT FOR APPROVAL

2. Details display in the right section. Click Submit for approval to continue.
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SmartFabric Director admin@sfclocal -

Create New Fabric Request Approval for US-WEST-DC2-PODS Configuration

Tl 1 Sefect Fabric Template Submitting the folowing fabric intent for approval

i 2 Define Leat-Spine Net Wiring Diagram Bare Metal Hosts

J S Datine Host Hetworc prakido i Hest Name t oy | LeatPar r | pors v | Workiad
; 4 Define Bare Metal Hos. BM-1 . e o

& 5 Submit for Approval

Fabric intent

A L3_BGP Network Configuration for 254 -EVPN
topology

st Modified Nov 2, 2020, 30ES! P

Type Layer 3 BG5 Leaf Sping Fabric

L1

interace IPs

Fabric BFD

MTU 9218

Bare Metal

Edige Links (5 Comnections)

wumber of VLANS

The fabric intent is approved automatically in SFD 2.0, and will display in the Fabric intent table.

SAVE FOR LATER SUBMIT FOR APPROVAL

Deploy an approved fabric intent

The Fabric intent table displays all fabric intents that are active (if there is one deployed), approved, or in draft state.

SmartFabric Director jal admin@sfd local -

El Wetwork Type ’ Wiring Disgram ¥ Status T updated By ¥ Last updated
% Lay BGP Leaf Spine Fab 2S4L-EVPN APPROVED admin@sidioc Nov 2, 2020, 30151 P
- SELECT WIRING DIAGTAM
&
4 0
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Click Deploy to deploy an approved fabric intent, or click Create copy to make a copy of the fabric intent and make edits to
the intent.

US-WEST-DC2-PODS

Wiring Diagram

Fabric intent

SFD generates a per switch configuration and sends that to the switches using the gNMI interface. The progress of deployment
can be viewed on the Topology page, as well as Job activities. As a switch is successfully configured, the color turns to green.
The icons change from gray to blue, then to green.

SmartFabric Director

» Dashboard O NovZ 2020, 33547PM O

Layer 3 BGP EVPN leaf spine fabric with VxLAN

Select fabric template

1. Select the fabric, then Define intent > Create new intent. If modifying an active intent, make a copy of an intent from the
table of intents (active or otherwise), then make the necessary changes.
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SmartFabric Director

» Wiring Diagrams (@)

No Active Winng Diagram

2. Select Layer 3 BGP EVPN leaf spine fabric with VxLAN, then click Next.

Status updated By Last Updated

| 2af Spine Fabric  INACTIVE

SmartFabric Director fal

admin@sfd local Oct 26, 2020, 54515 AM

Create Mew Fabric  Select Fabric Template

1 Select Fabric Template Start with one of the network fabric templates.

= Name BGE-EVPN-T

Network Template

Define leaf spine networking

Define underlay for BGP EVPN

@l NOTE: The fabric type cannot be changed once deployed.

Layer 3 BGP EVPN Leaf Spine Fabeic with VaLAN

CANCEL

NEXT

1. It is recommended to keep the default values for the leaf and spine ASNs to allow for future expansion. If the size is made
restrictive, adding spine or leaf pair switches could result in failure due to nonavailability of ASNs. Click Advanced settings.
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SmartFabric Director admin@sfd local

Create New Fabric Defining Leaf-Spine Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

& 1 Sebect Fabric Template Edge Switches I spre spnez
i 2 Define Leaf-Spine Met... Leat Switches @

h: Spine Switches -

2 Leaf ASNs

< Start Size

L 54801 128 54328

Spine ASNs

64601 16 4616

Fabric Interlink Base Subnet

Loopback Base IP

VTEP Base IP
f wa wald
Advanced Settings
RSTP @ e sy et
wo g o©
Fabeic BFD (@ on
MU

2. Specify the base addresses to be used as the starting point for allocation. SFD allocates the interlink subnets, IP address to
the loopback interfaces, and the VTEP IP address for each switch. These addresses are used within the fabric.

@ NOTE: Underlay network configuration can not be changed after deployment for future development. Advanced
settings can be changed.
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SmartFabric Director

Create New Fabric Defining Leaf-Spine Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

o spinad

1 Sebect Fabric Template Edge Switches -
2 Define Leaf-Spine Net. Leat Switches B:e
Spine Switches . 2 spne

Leaf ASNs
64801 128 64928
Spine ASMs

64601 16 4616

Fabric Interfink Base Subnet 220

Loopback Base IP
\TEP Base IP Kz1yaz
wa 3
Advanced Settings
RSTP @ [ @] e’ eafl
w0 g «©
Fabric BFD (T, on
MTU o

If switches are removed and added back, the individual IP addresses assigned to the newly added switch may not be in
monotonically increasing order and it is not guaranteed that a previously allocated IP address is reused.

The functionality of the fabric is not dependent on any specific order that the addresses are allocated by SFD. There cannot
be duplicate IP addresses within the fabric, and the addresses must be within range starting with the specified base value.

3. Enable rapid spanning-tree protocol (RSTP) to ensure a loop-free topology. Disabling STP would disable the functionality on
all switches in the fabric.

4. Enable uplink failure detection (UFD) to detect the loss of upstream connectivity. An uplink state group is configured on
each leaf switch, creating an association between the uplinks to the spins and the downlink interfaces.

If all uplinks fail on a switch, UFD automatically shuts down the downstream interfaces. This propagates to the hosts
attached to the leaf switch. The host then uses its link to the remaining switch to continue sending traffic across the leaf-
spine network. Disabling UFD disables the functionality on all switches in the fabric.

Bi-directional forwarding detection (BFD) is a network protocol that is used to detect faults between two forwarding
engines connected by a link. It provides low-overhead detection of faults, even on physical media that does not support
failure detection of any kind (such as Ethernet). BFD is enabled by default on all switches in a fabric and cannot be modified.

5. Specify the maximum transmission unit (MTU) for the fabric (default 9216).

SFED ensures that the MTU is set to the specified value on all switches in the fabric. VxLAN is an overlay technology that has
an overhead due to the VxLAN header. A lower MTU value could result in slower throughput.

6. Click Detail configuration to view the per switch configuration parameters allocated by SFD, then click Next.
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SmartFabric Director admin@sfdlocal

Create New Fabric Defining Leaf-Spine Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

1 Sedect Fabric Template Edge Switches B
- Swiches
2 Define Leal-Spine Net.. Leaf Switches B8 P
. T asM Loopback vTER
Spine Switches 9::=
2 Leaf ASNs
= Start Size
Gas01 128 64928
Spine ASNs
5460t 16 64616
Fabric Interlink Base Subnet 12> 20.0.0118
Loopback Base IP
VTEP Base IP
Advanced Settings
i [ o]
e «©
Fabric BFD @ oN —
MTU

o906

Define tenant networking

Specify a vCenter (VMware Manager)

In BGP VXLAN fabric with hardware VTEP, NSX-T is not required. For virtualized workloads, a vCenter is required. SFD
interfaces with vCenter using the REST API. The reachability information (IP address) and credentials must be specified for SFD
to establish a session. VMware Manager is specified as part of System settings.

1. Click Add vCenter server.
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SmartFabric Director

b3
Fabric Intent Definition Define Tenant Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VXLAN  x
@
[ 1 Select Fabric Template ~ a.Tenants  Waming Add, edit, or remove tenants and associate vCenter servers
- 2 Define Leaf-Spine Networking /N Mo WMware Manager connection is defined. Please add a vCenter server bafore associating a tenant. REFRESH

A 3 Define Tenant Networking

+ ADD TEMANT

4 Define Bare Metal Host Networking
Tenant T IRBType T vCenter Association T Description T

5 Define Edge Networking

& Submit for Approval

No tenants found

* b VxLAN Segments Warning Add, edit, or remove ViLAN segments

» €. Mon-stretched VLANS Waming Add, edit, or remove non-stretched V0LANS

BACK NEXT

2. Specify the IP address or FQDN of the vCenter server, username, and password that is used to establish a session for REST
API-based interaction with vCenter, then click Add.

Add a tenant
EVPN allows multitenancy, but SFD 2.0 only supports a single tenant.
1. Click > a. Tenants, then Add tenant.

SmartFabric Director Al admingsidlocal -

Create New Fabric Define Tenant Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

& 1 Select Fabric Template v aTenants  wamng Add, e, of remove tenants and associate vCenter sarvers
El 2 Defin {-Spine Net
" Define Leal:Spine Net VMware Manager(s)
% = + ADD TEMANT
3 Define Tenant Netwo..
ot + v | woType v | wcenter association v | Description

3 b VXLAN Segments  waming

3 € Non-stretched VLANS Warnn;

2. Specify a tenant name and associate a vCenter, then click Add. Symmetric IRB for the VxLAN VTEP cannot be modified.
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Add Tenant

Tenant

IRE Type

Associated vCenter

Description (optional)

The new tenant is added to the Tenant table. To edit the tenant, select the tenant, then click the three dots to edit or
remove the tenant. If you remove the tenant, all associated configuration for that tenant will also be removed.

SmartFabric Director

Create Mew Fabric  Define Tenant Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

1 Select Fabric Template « @ Tenants Add, e, of remove tenants and associate vCenter sarvers

2 Define Leat-Spine Net Vhware Manager(s) @ oo

3 Define Tenant Netwo..

Tenant - wE Type wCenter Associaton v | Description

5 b.VALAN Segments  Warming

BACK NEXT

Add VxLAN segments (VNIs)

A VxLAN segment is a virtual network grouping that all related workloads belong to. It is similar to a VLAN in Layer 2 fabric, but
spans across racks or data centers.

1.

2.
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Click > b. VXLAN segments, then Add VXxLAN segment.
A virtual network ID (VNI) is used to identify a VxLAN segment.

Specify a unique VNI for each VxLAN segment across all tenants, then select the Type from the drop-down.
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Add VxLAN Segment
Tenant
VN

Type

| vSphere Management

Anycast Gateway IP
| vMotion

Leaf Pair(s)

Description {optional)

3. Select the leaf pairs from the drop-down.

Add VxLAN Segment
Tenant

VNI

Type

Anycast Gateway IP

Leaf Pair(s)

Description {optional)

Distributed anycast gateway is the default gateway that enables the use of the same gateway IP address across all leaf
switches that are part of the VxLAN network. This ensures that each leaf switch can function as the default gateway for the
workloads that are directly connected to it.

This feature facilitates flexible workload placement, host mobility, and optimal traffic forwarding across the VxLAN fabric.
The specified anycast gateway |IP address is used across all the leaf switches that are part of the VXLAN segment.

4. Specify the racks where the workloads belonging to a given VxLAN segment reside, then click Close.
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Add VxLAN Segment

Tenant

VNI

Type

Anycast Gateway IP

Leaf Pair(s)
Leaf Pair leafl: leaf2

Description (optional)

The selected leaf pair displays. For each rack that would host these workloads, a local VLAN must be specified for the ToR
pair. This local VLAN is associated with a specific VXLAN segment on the specified leaf pair. As in host networking, for L3
BGP fabric, the IP addresses for the two VIPs must be specified.

B. Click Add more pairs to specify additional leaf pairs corresponding to the racks where workloads can be placed.

Add VxLAN Segment
Tenant
VNI

Type

Anycast Gateway IP

Leaf Pair(s)

Description (optional)

6. (Optional) Repeat the steps to add more leaf pairs, then click Add.
VxLAN segments

1. Each newly added VxLAN segment displays. Click >> to view the parameter configuration for each new segment.
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SmartFabric Director

Create New Fabric Define Tenant Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

1 Select Fabric Template 3 a Tenants Add st of remiove tenants and ATSociate VOENter Servers

2 Define Leat-Spine Net ~ b VxLAN Segments Add. ect, or remove ViLAN segments

3 Define Tenant Netwo..

VNI1008

Tenant SFD-Tenant

VLAN Type Workioad

Anycast Gateway IP

Description

Leal Pair VLANID "1 w2

BACK | MEXT

Click Edit to modify an existing VxLAN segment.

Edit VxLAN Segment

Tenant

v

Type

Anycast Gateway [P

Leat Pair(s)

Description (optional)

Make changes, then click Save or Cancel to discard the changes.
(Optional) Click Remove to delete the selected VxLAN segment, then click Remove again to confirm deletion. You can also
click Cancel to cancel the operation.
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Remove VxLAN Segment

Are you sure you want to remove VxLAN Segment

5. (Optional) Select multiple VxLAN segments to remove more than one, then select Remove VxLAN segments.
6. (Optional) All selected VxLAN segments are listed. Click Remove or Cancel.

Non-stretched VLANs

You may have workloads in more than one data center across Layer 3 boundaries. It does not need to be placed in a VxLAN

segment, but you must define the VLAN. VLANs defined for these are local to a rack (leaf pair), and are not stretched across
racks.

@l NOTE: If all workloads are placed in more than one rack, skip these steps and click Next.

1. Select > c. Non-stretched VLANS, then click Add VLAN.

SmartFabric Director [  sdmin@sidiocal -
Create Mew Fabric  Define Tenant Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

> a Tenants Add, ect, or ren

3 b VaLAN Segments

2 Define Leal-Spine Net

w . Non-stretched VLANS Warning Add, edit
3 Define Tenant Netwo..

VLAN ¢ Tenant VLAN Type Lead Pair VERE Virtual P Description

BACK N: XT

2. Specify a unique VLAN ID which belongs to a specific tenant. The VLAN ID cannot be used for any other VxLAN segment or
other nonstretched VLANSs.
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Add VLAN

VLANID

Tenant SED-Tanant

Type Workload

slect VLAN type
Leaf Pair(s)

vSphere Management
Description (optional)

@l NOTE: SFD 2.0 only supports a single tenant. This field is automatically populated.

3. Select the leaf-pair (ToRs) of the rack where the workload are placed from the drop-down.
4. Specify the VLAN for the ToR pair, specify the two VIPs required, then click Close.

Add VLAN

Tenant
Type

Leaf Pair(s)
leald: leafd

Description (optional)

5. (Optional) Click Add more pairs if you have more hosts or workloads which are part of the same VLAN but in different
racks. Configure the additional leaf pairs, then click Close.

6. (Optional) Click Add.
7. The added nonstretched VLANs display in the VLAN table. Click >> to view more information, then click Next.
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SmartFabric Director admin@sid local -

Create New Fabric Define Tenant Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

» 2. Tenants

2 Define Leal-Spine Net » b ViLAN Segments

% ~ € Non-stretched VLANS Agd, edt. or remove non-stretched VLANs
3 Define Tenant Netwo..

&

VLAN D t v | Tenant v | viANType v | estear VRES Virtusl 1 Deserpten

D-Tenant Workioad ' Prery

BACK MEXT

Define bare metal host networking
Not all applications can be virtualized, and you may need to deploy non-virtualized workloads. Hosts used to deplay non-
virtualized workloads are called bare metal hosts. SFD 2.0 supports bare metal hosts.

@ NOTE: Define bare metal host networking is an optional step. Bare metal is required to add a VLAN in access or trunk
mode. If there are no non-virtualized workloads (bare metal hosts), you can skip this step.

1. Click Add bare metal host.

SmartFabric Director admin@sid local -

Create New Fabric Define Bare Metal Host Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

1 Select Fabric Template

7= + ADD BASE METAL HOST

2 Define Leaf-Spine Net
Host $ v | Temant ¥ | Lead Pair Ports y | Mativevian wrkicad

3 Define Tenant Metwor

& 4 Define Bare Metal Ho..

BACK MEXT

2. Enter the Host Name to identify the VLT pair to which the host is connected to, then select the Leaf Pair.
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Add Bare Metal Host

Host Name

Tenant

Leaf Pair

Ports

Port Type

Workdoad

Description {eptional)

3. Specify one or more switch ports that the server is connected to, select Access or Trunk for the port type, select the
workload VLAN, an optional description, then click Add.

A trunk port type requires a native VLAN in addition to the workload VLAN. The switch default configuration has a native
VLAN, and the switch native VLAN option is prepopulated. If you select trunk as the port type and would like to specify the
native VLAN explicitly, enter a VLAN number. Similar to an access port type, a workload VLAN needs to be specified.

Add Bare Metal Host
Host Name
Leat Pair Leaf-1, Leal-2
B Leat-21a3 x

vaf-2:11a4 X

ADD MORE PORTS ADD MORE PORTS

MNative VLAN

Workload VLAN 70 ®

ADD MORE VLANS

Description (optional)

ﬂ

4. With a trunk port, the host can have more than one workload VLAN. Click Add more VLANs to add additional workload
VLANS, then click Add.
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Add Bare Metal Host

Host Name

Leaf-1, Leaf-2

0 L= ® & oo

0 Lo ¥ £ Lo

ADD MORE PORTS ADD MORE PORTS
Paort Type
Native VLAN (optional)
Workload VLAN

ADD MORE VLANS

Description (opticnal)

5. The configured bare metal host displays in the bare metal host table. Click Next to proceed to edge networking.

SmartFabric Director

Create Mew Fabric  Define Bare Metal Host Networking for BGP-EVPN-1 - Layer 3 BGP EVPN Leaf Spine Fabric with VxLAN

ric Template

2 Define Leaf-Spine Net

Host Hame s v | Tenant Leal Pair Ports Mative VLAN workload

3 Define Tenant Metwor

4 Define Bare Metal Ho..

BACK | MEXT

6. (Optional) Select the bare metal host, click the three dots, then select Edit to modify the configuration.

Submit for approval

Once the fabric intent is complete, you can then submit it for approval. A summary of the wiring diagram and the fabric intent
displays. Select on the tiles provides details of that specific parameter.

72 Using SmartFabric Director



1. Click VTEP within the fabric intent to view VTEP intent details.

SmartFabric Director admin@sidlocal «

Create New Fabric  Request Approval for BGP-EVPN-1 Configuration

1 Select Fabric Template Submitting the folowing fabnc intent for approval

¥
o

Define Leatl-Spine Net Wiring D|ag ram VTERP

™ Leaf Spine Fabric with ViLAN

Define Tenant Metwor

w

wTER P * froarter-MAL . Leal Pair

Define Bare Metal Hos.

n

&

@ 5 Submit for Approval

Fabric intent

oue

interface s

VTER

Tenants

VELAN VM3

Non-siretched

VLANS

Bare Metal mosts )

| BacK SAVE FOR LATER SUBMIT FOR APPROVAL

2. Click Tenants to view tenant intent details.
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SmartFabric Director admin@std local -

Create New Fabric  Request Approval for BGP-EVPN-1 Configuration
L" 1 Sefect Fabnc Template S_t‘l‘i'.‘..’g the fc.:'c'.ur'g fabnc intent for APProval

i 2 Define Leat-Spine Net Wiring Diagram Tenants

P T Layer 3 BGP EVPM Leaf Spine Fabric with VaLAN
Define Tenant Metwor
3 & Tenant Metweos Tenant s ¢ | mETYDe v | v Associated vCenter v | Descrption

SFD-Tenant SYMMETRIC 20000 l T

4 Define Bare Metal Hos

5 Submit for Approval

Fabric Intent

VELAN VIS
Non-stretched

VLANS

Bare Metal  Moats

BacK SAVE FOR LATER su_mulr FOR APPROVAL

3. Click Submit for approval to submit the fabric intent. Click Back to return to the previous step, or click Save for later.

SmartFabric Director 0 adming@sfdlocal

» Configurations

Active Fabric Configurations

El Fabaic Name T | Metwork Type r | Wiring Disgram v | Status v | UpdMedBy v | Lastupdated
% 5 AF m
AM
" 1AGRAl
&
‘ »

Deploy an approved fabric intent

1. Once the fabric intent is approved, you are ready to deploy the fabric so SFD can configure each switch based on the intent.
Select the fabric intent, click the three dots, then select Deploy.
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SmartFabric Director 2\ admin@sid local

bric Configurations

Network Type

2. Once the fabric intent is approved, you are ready to deploy the fabric so SFD can configure each switch based on the intent.
Select the fabric intent, click the three dots, then select Deploy.

BGP-EVPN-1

Wiring Ciagram

Fabric Intent

@l NOTE: You can optional select View prior to Deploy.

SFD starts configuring each switch, and the progress displays on the dashboard. As each switch is successfully configured, the
switch turns green.
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SmartFabric Director [}  admin@stciocal -

» Dashboard @ Nov 2, 2020,12:58:39 PM
pene 4,
&
&
=
e 2
=
'}

Details of the deployment can be viewed in the SFD notifications page.

Layer 3 BGP leaf spine fabric with NSX-T overlay

Select fabric template

1. Select the fabric, then Define intent > Create new intent. If modifying an active intent, make a copy of an intent from the
table of intents (active or otherwise), then make the necessary changes.

SmartFabric Director a) admin@sfdlocal «

» Wiring Diagrams (@)

No Active Winng Diagram

Status updated By Last Updated

| 2af Spine Fabric  INACTIVE admin@sfd local Oct 26, 2020, 54515 AM

2. Select Layer 3 BGP leaf spine fabric with NSX-T Overlay, then click Next.
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SmartFabric Director

Create New Fabr... Select Fabric Template

Ir] 1 Select Fabric Templa... Start with one of the network fabric templates
1] -
.- MName BGP-NSXT-1
Network Template Layer 3 BGP Leaf Spine Fabeic with NSX-T Overlay (N

Define leaf spine networking

1. It is recommended to keep the default values for the leaf and spine ASNs to allow for future expansion. If the size is made
restrictive, adding spine or leaf pair switches could result in failure due to nonavailability of ASNs. Click Advanced settings.

SmartFabric Director o admin@sfdlocal -

Create New Fabr... Defining Leaf-Spine Networking for BGP-NSXT-1 - Layer 3 BGP Leaf Spine Fabric with NSX-T Overlay

t‘. 1 Select Fabric Template Edge Switches . Seagemae - kit
B 2 Define Leat-Spine Ne... Leaf Switches
5 Spane Switches
q‘ Le.a' ASNs
64801 18 64928
Snme ASNs .
64601 % B4616

Fabric Interfink Base 192168.0.016

Subnet

wall wall

Loopback Base IP

Advanced Settings

2. Specify the base addresses to be used as the starting point for allocation. SFD allocates the interlink subnets, IP address to
the loopback interfaces, and the VTEP IP address for each switch. These addresses are used within the fabric.

If switches are removed and added back, the individual IP addresses assigned to the newly added switch may not be in
monotonically increasing order and it is not guaranteed that a previously allocated IP address is reused.

The functionality of the fabric is not dependent on any specific order that the addresses are allocated by SFD. There cannot
be duplicate IP addresses within the fabric, and the addresses must be within range starting with the specified base value.
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3. Enable rapid spanning-tree protocol (RSTP) to ensure a loop-free topology. Disabling STP would disable the functionality on
all switches in the fabric.

DEALEMC SmartFabric Director

Create New Fabr... Defining Leaf-Spine Networking for BGP-NSXT-1 - Layer 3 BGP Leaf Spine Fabric with NSX-T Overlay

pra?

I 1 Select Fabric Template Edge Switches

Ed 2 Define Leal-Spine Ne... Leaf Switches . .
Spine Switches . Py
L,f:a‘ ASNs
&4501 28 64928
spbc s

64601 % 64616

Fabric Interfink Base

192768.0.016
Subnet 2

Loopback Base P

Advanced Settings

RSTP O
a2 eaty
UD @
Fabric BFD () oM
MTU z

9216

e

4. Enable uplink failure detection (UFD) to detect the loss of upstream connectivity. An uplink state group is configured on
each leaf switch, creating an association between the uplinks to the spins and the downlink interfaces.

If all uplinks fail on a switch, UFD automatically shuts down the downstream interfaces. This propagates to the hosts
attached to the leaf switch. The host then uses its link to the remaining switch to continue sending traffic across the leaf-
spine network. Disabling UFD disables the functionality on all switches in the fabric.

Bi-directional forwarding detection (BFD) is a network protocol that is used to detect faults between two forwarding
engines connected by a link. It provides low-overhead detection of faults, even on physical media that does not support
failure detection of any kind (such as Ethernet). BFD is enabled by default on all switches in a fabric and cannot be modified.

5. Specify the maximum transmission unit (MTU) for the fabric (default 9216).

SED ensures that the MTU is set to the specified value on all switches in the fabric. VxLAN is an overlay technology that has
an overhead due to the VxLAN header. A lower MTU value could result in slower throughput.

6. Click Detail configuration to view the per switch configuration parameters allocated by SFD, then click Next.
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SmartFabric Director i admin@sfdlocal -

Create New Fabr... Defining Leaf-Spine Networking for BGP-NSXT-1 - Layer 3 BGP Leaf Spine Fabric with NSX-T Overlay

1 Select Fabric Template Edge Switches . I

E B

2 2 Define Leaf-Spine Ne... Ladr Shdicheg L T

3 Define Host Networki Spine Switches . 2ipmar )

Leaf ASNs

& Start Size End

28 G4928

catd 64804

Spine ASNs spinal &4601

64601 % 64616

Fabric Interlink Base 192.168.0.016

Subnet

Loopback Base IP 09010732

Advanced Settings
S ©
e ©
Fabric BFD () P —
M 9216 f8s
DETAIL CONFIGURATION

Define host networking

You can specify configuration to support servers carrying virtualized workloads, which are managed by NSX-T Manager. SFD
interfaces with NSX-T Manager to retrieve the port group information when a workload (VM) is deployed. It uses the workload
to configure the switch to bind the port to the VLAN.

1. Click Add VLAN to add the configuration for each port group for the NSX-T Manager, then click Next.

SmartFabric Director

Create New Fabr.. Define Host Networking for BGP-NSXT-1- Layer 3 BGP Leaf Spine Fabric with NSX-T Qverlay
& 1 Select Fabric Template VMware Manager(s) - EXREDN EXETD)
L 2 Define Leaf-Spine Ne.

3 Define Host Networkd_. VLAN 10 s v | viaMTYype Leal Pair r | VRREP Virtual P Descripton
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2. Enter the VLAN ID corresponding to the port group, select the Type, then associate one or more VLT pairs to a VLAN ID
from the list of available VLT pairs (from the wiring diagram).

Add VLAN

Type

Leat Pair(s)

Description (optional)

3. (Optional) Click Add more pairs and repeat the steps.

4. Enter an optional description, then click Add. Each leaf in the VLT pair has its own SVI IP, and each VLAN in the VLT pair
has a VRRP virtual IP in the same subnet as the VLAN.

SmartFabric Director

Create New Fabr.. Define Host Networking for BGP-NSXT-1- Layer 3 BGP Leaf Spine Fabric with NSX-T Qverlay
1 Select Fabric Tempiate WMware Manager(s) . 90.67.3.180 . 20,500
E 2 Define Leaf-Spine Ne

3 Define Host Networki.

VLAN 10 * VLAN Type Leaf Pair v | VRRP Virtual P Description

B. Click >> to provide more details, then click Next.
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SmartFabric Director

» ¥ & 3
Create New Fabr.. Define Host Networking for BGP-NSXT-1- Layer 3 BGP Leaf Spine Fabric with NSX-T Qverlay
B 1 Select Fabric Template Wiieara Wanaaii) . . ki
EL 2 Define Leat-Spine Ne
- 3 Define Host Networki.. s
VLAN 118
| -
WVLAN Type Transport
& Description
Leaf Pair - VRRP Virtual B - wirtual Inferface 1 Y L . Virtaal interface 2 . w2
| R eall viantia 12118 afZ. vianTia
s

Submit for approval

Once the fabric intent is complete, you can then submit it for approval. A summary of the wiring diagram and the fabric intent
displays. Select on the tiles provides details of that specific parameter.

SmartFabric Director

Create New Fabr.. Request Approval for BGP-NSXT-1 Configuration

1 Select Fabric Template Submitting the folowing fabric intent for approval

E 2 Define Leat-Spine Ne. Wiring Diagram

3 Dite st Netword 1 Spine Fabric with NSX-T Overiay

Lay
®
4 Submit for Approval S
& C ]
(]
@

Fabric Intent

A L3_BGP_NSX_T Network Configuration for 254L- =
EVPN topology:
el

Last Modified Oct 28, 2020, 82337 AM
watl ety

SUBMIT FOR APPROVAL

Deploy an approved fabric intent

Once the fabric intent is approved, you are ready to deploy the fabric so SFD can configure each switch based on the intent.

1. Select the fabric intent, click the three dots, then select Deploy.
@l NOTE: You can optional select View prior to Deploy.
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SmartFabric Director

E Status Updated By Last Updated
] APPROVED admin@sfdloc Oct 26,2020, B:23:3
o TAM

2. Click Deploy.

BGP-NSXT-1

Winng Diagram

Fabnc intent

SFD starts configuring each switch, and the progress displays on the dashboard. As each switch is successfully configured, the
switch turns green.
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SmartFabric Director

2 Dashboard ) Oct 26 2020. 90742 &AM

i s

Details of the deployment can be viewed in the SFD notifications page.

Layer 2 VLT fabric

This information explains the Layer 2 fabric. The leaf spine networking template for a Layer 2 fabric is different from that for a
Layer 3 fabric.

NOTE: You can only use a vCenter Server to configure a Layer 2 fabric intent. NSX-T Manager is only used for Layer 3
fabric intents.

Select fabric template

For Layer 2 leaf spine fabric, you do not specify any parameters. SFD generates a per-switch configuration for the interlinks
between the leaf and spine switches.

1. Select Configurations from the left column to view and define fabric intents, then click Get Started. If there are no
existing fabric intents, you can use the user interface to specify the fabric intent. Any such file can be used as a seed and
edited.

2. Enter the Fabric Name, select Layer 2 VLT fabric, then click Next.
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admin@sfd local

SmartFabric Director

Create New Fabr.. Select Fabric Template
1 Select Fabric Templa_ Start with one of the network fabric templates

B Name US-WEST-DC2-P005

Network Template Layer 2 VLT Fabric

MSX-T Overiay (NSX-T manager fequired)

Spine Fabric with VLAN

RAMERE m

Define leaf-spine networking

You are now ready to specify the parameters to generate configuration for the host facing ports, inter-VLAN routing, and host
dual-homing. This screen also indicates the IP or DNS address of the vCenter (VMware Manager) used to manage the VMs on
the hosts that are connected to this fabric.

1.

2.

84

For Layer 2 leaf spine fabric, SFD generates a per switch configuration for interlinks between the leaf and the spine
switches. Click Next to continue.

admin@sfd local

SmartFabric Director

Create New Fabr.. Defining Leaf-Spine Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric

—— spne! pined

it 1 Salect Fabric Tempiate Edge Switches D @ #dzt vaves
El 2 Define Leaf-Spine Ne_ Leal Switches L I

Spine Switches . I
&
% Advanced Settings
@

ETAIL CO BURA N
" wale

(Optional) Click Detail Configuration to view the per switch configuration, click Clear to clear the specified intent, along
with the detailed (per switch) configuration for the interlinks. Click Back to return, or click Next to continue.

(Dl NOTE: Fields cannot be edited.

Using SmartFabric Director



SmartFabric Director

Create New Fabr.. Defining Leaf-Spine Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric

@

1 Select Fabric Tempiate Edge Switches
= L2 Interlinks nter Chasss Networkar Advanced Sett
E 2 Define Leat-Spine Ne._ Leat Switches

Switch T Portchanmeis [ Interfaces v Peer interfaces VLT LAGID
Spine Swiiches » | spinel port-channet
&
& Advanced Settings il poft:cha
@
DETAIL CONFIGURATION el Viatiid

CLOSE

Details of inter chassis networking configuration for Layer 2 fabric.

SmartFabric Director

Create New Fabr.. Defining Leaf-Spine Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric

&
& 1 Select Fabric Template Edge Switches
& inter Chassis Networking  Advanced Sett
E 2 Define Leaf-Spine Ne_ Leal Switches wro
R Spine Switches VAT P VLT interlniks v | Domain
&
& Advanced Settings a8 '
@

DETAIL CONFIGURATION

@ o5 enermetiyan to watd-atneratyyan )

F

CLOSE

n

idis m

Details of advanced settings for Layer 2 fabric.

@l NOTE: RSTP is enabled by default and cannot be disabled.
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SmartFabric Director

Create New Fabr.. Defining Leaf-Spine Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric

& 1 Select Fabric Template Edge Switches B 0o o)
] Advanced Settings
ol 2 Define Leaf-Spine Ne_ Leat Switches o) v UFD
Spine Switches Zapines )
) ] wplink State s ek
2 e patream intestaces
& Advanced Settings

Define host networking

You are now ready to specify the parameters to be used by SFD to generate the configuration for host facing ports, inter-VLAN

routing, and host dual-homing. This screen also indicates the IP or DNS address of the vCenter (VMware Manager) used to
manage the VMs on the hosts that are connected to this fabric.

1. Select System Settings from the left column, then select VMware Manager Integration. A list of vCenter Server
connections previously configured display. If there are no existing vCenter Server connections, this table is blank.

SmartFabric Director

admin@sfd local ~

Create New Fabr..  Define Host Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric

1 Select Fabric Template Videsse Managents) @ oosr 20000
[s
& 2 Define Leaf-Spine Ne.
400 vLa
3 pene network ot Ty | VLANType v | VERP virtual 1P Cescription

- m

2. Click Add VLAN to add the configuration for each port group used by the vCenter, select the VLAN type, select the leaf
pairs, enter an optional description, then click Add.
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Add VLAN

Type

VRRP Virtual iP

(2]

P2

Description (eptional)

SFD creates a virtual interface on each spine, and associates it to the VLAN ID. Each virtual interface obtains an SVI IP, and
each VLAN in the VLT pair obtains a VRRP virtual ip in the same subnet as the VLAN.

3. (Optional) Delete any VLAN ID row by selecting the checkbox to the left of each row.

SmartFabric Director

Create New Fabr.. Define Host Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric
a 1 Select Fabric Templste VMware Manager(s) . 00.57.120.100
El 2 Define Leaf-Spine Ne

3 Define Host Networki._.

VLANID T VLAN Type VRRP Virtual i Description

2ems

o m

4. Navigate between pages by using the arrows; click Back to go to the previous step, or click Next.
B. Select Add bare metal host.
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SmartFabric Director n admin@sfdlocal ~

LA

Create New Fabr.. Define Bare Metal Host Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric

Ir] 1 Select Fabric Template

E 2 Define Leaf-Spine Ne

Ports Mative VLAN workload
3 Define Host Network

4 Define Bare Metal Ho_

6. Enter the Host Name to identify the VLT pair to which the host is connected to, then select the Leaf Pair.

ADD BARE METAL HOST

Leaf Pair

Ports

Port Type

Workdoad

Description (optional)

7. Specify one or more switch ports that the server is connected to, select Access or Trunk for the port type, select the
workload VLAN, an optional description, then click Add.
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ADD BARE METAL HOST

Host Name

Leaf Pair

Ports

Port Type

Workload

Description (optional)

The bare metal host configuration displays; click Next.

SmartFabric Director

Create New Fabr.. Define Bare Metal Host Networking for US-WEST-DC2-PODS - Layer 2 VLT Fabric
Ir] 1 Select Fabric Template

El 2 Define Leaf-Spine Ne
Host Name 2 Leaf Pair Ports Mative VLAN workload
3 Define Host

etwork

& 4 Define Bare Metal Ho_ @ i etheneni

Submit for approval

You are now ready to submit your L2 fabric intent for approval. The fabric intent must be approved before it can be deployed on
the physical switches by SFD. Each fabric intent is associated with a wiring diagram.
1. The wiring diagram summary displays, along with a topology graph which corresponds to the wiring diagram. Click Save for

Later to save the specified fabric intent as a draft in the SFD data store, or click Back to return to Define overlay
networking.

The summary displays different depending on the type of fabric configured. The example shows a Layer 3 fabric intent.

@ NOTE: BFD is disabled by default on links from Edge ports to the external peer router. You can enable Edge ports if the
external router has BFD enabled.
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SmartFabric Director

Create New Fabr.. Request Approval for US-WEST-DC2-PODS Configuration

ir 1 Salect Fabeic Template Submitting the following fabric intent for approval
5! S Dafins | satGoine He. spine ez
* 2 Define Leaf-Spine Ne Wiring Diagram
3 Define Host Networki Eaye
= 4 Define Bare Metal Ho
9 ( I
5 Submit for Approval [ B
Fabric Intent
AL2_VLT Network Configuration for 2541 -Layer2
topology.
eat ¥
Last Modified

watz ea’l

Type Layer 2 VLT Fabric

SUBMIT FOR APPROVAL

2. Click Submit for Approval to submit the fabric intent, along with the associated wiring diagram for approval by the
authorized approver.

3. (Optional) Click Back to go to the previous step, or click Save For Later to save the specified fabric intent as a draft. All
drafts are saved in the SFD data store.

Any fabric intent pending approvals are listed in the fabric intent list which can be viewed by selecting the Intent icon on the
left.

Importing a new wiring diagram

This information explains how to import a new wiring diagram. You may update the fabric to add or remove switches, or add or
remove links.

1. Select Wiring Diagrams > Import.

Import Fabric
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2. Define and associate a Fabric Intent. You can also clone or copy an existing Fabric Intent, then make any necessary changes
by going through the Fabric Intent Wizard.

SmartFabric Director 2\ admin@sid local

» Wiring Diagrams ()

Mo Active Winng Diagram 1] mpoRT

Updated By v | Lastupdated

3. See Approve fabric Intent and Deploy fabric intent.
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Monitoring

This information explains how to monitor the fabric, viewing switch level details. Monitoring data is the last information
streamed by the switch to SFD. The switch streams telemetry information to SFD every 60 seconds. The streaming status of a
network device is available in the switch profile under monitoring.

1. From the SmartFabric Director dashboard, select a switch to open up the switch profile panel to view a summary of the
switch.
@ NOTE: When viewing CPU data over a large time window, the graph displays peak CPU data. This time window can be

adjusted or lowered to get a granular view of the CPU data.

SmartFabric Director 2\ admin@sid local

» Dashboard @ Nov2 2020, 3:37.51PM

Switch Profile

Name: s
status: Actve (Degloyed
Heath

Active Abertis 1

)

OPERATIONS ¥

2. Select the Monitoring icon from the left to view the fabric health.
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«  Monitoring US-WEST-DC2-PO. seart Mow 1 a ) PM
d
(& Configurations Current Health Fabric Health and Incident Overtime
s o .
= 100% *
nistrati /
" apomm 500 PM 300 P 10:00 M Now 2 200 &M 400 A 5:00 &M 500 &M 100088 1200PM 2:00 Py

Alerts

Infermation Type Seventy Created At Updated At | status updated By Current Status

3. Select any interface to view the switch profile and details.
4. Scroll down to view additional details.

Topics:

Notifications, events, alerts, and activities

Notifications, events, alerts, and activities

This release has made enhancements and now displays notifications, alerts, and activities. In additional, two types of message
types for notifications are introduced.

Toast message

Toast messages provide information and medium priority events to reference later. Toast messages when they are not dismissed
should live in a notifications panel until they are dismissed or the notification expires. The notification expiration default is six
seconds, unless the notification is acknowledged or the condition is cleared.

Snackbars

Snackbars are a quick configuration of a successful action. It displays in the current user view only, and displays for up to six
seconds, or until dismissed or the page is navigated away from.
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SmartFabric Director il

2 Settings and Administration
About User Management System Settings Service Integration Backup & Restore
E ot e e,
- + ADD USER
% Username &4 MName Y  Contact Phone Number T | Role T AccountStatus ¥ SSH Y Updated By T LastUpdated T
7 & adminitsid local System Admin +1(800) 624-9897 system admin @ Active EMABLED admindsfd local Feb. 14, 2020 12:00:00FPM
& ianedoeadoman Jane Doe +1(555) 555-5555 admin & rcive EMABLING IN PROGRESS  admindsfdlocal Feb. 14, 2020 1210:00PM

Snackbars display along the bottom of the screen. This notification is used for these confirmations:

Successful SFD service tag upload

Switch operating system support matrix file upload
VM manager addition

Active Directory (AD) server addition or removal
Switch image server addition or removal

Backup server addition or removal

Lifecycle management (LCM) job completion
Backup job completion

Wiring diagram import

Fabric intent (configuration) deployment
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DELLEMC

Dashboard

SmartFabric Director [ admin@sfd.local v

Switch Unreachable

witch Unreachable

Toast notifications display at the upper right of the screen. If multiple toast messages display simultaneously, they are placed

along the right edge of the screen.

Alerts and notifications

You can view job activity details, events, alerts, and switch logs with SFD 2.0. Alerts and notifications appear at the bell icon at

the top of the screen.

1. Click the bell icon to list all notifications which have not been acknowledged.
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SmartFabric Director [\  admin@sfd.ocal ~

eafl’ is not reachable.

is not uploaded. &

Events which need attention display as alerts and notifications.
2. Click View details to view more information.

SFD job activities

For long running SFD job activities such as fabric intent deployment (fabric configuration), you can view the lifecycle

management (LCM) progress using the job activities tab. You can view the job type, status, start and end time, and summary
information for each job.

DALEMC SmartFabric Director [\  admin@sfdiocal -

» SFD Notification

Job Activities

®| NOTE: If the job is in progress, the end time is disabled and unavailable.
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Click > to view details.

SmartFabric Director

» SFD Notification start OcC End Oct 27,2020, B4223AM O3
& g =
Job Activities Switch Log Events
[=
- Job Mame Job Type v | statm v | Start Time End Time nfermation
El
A
&
@ T 27, 2010 9:13 &M To Oct I @ 28 AM
y | 8 T Oct 27, 2020, 7:49:20 AM Oct 27, 2020, 7:45:24 AM
Day O Update A Lem - Lom image Update Compieted Oct 27, 2020, 7:35:34 AM Oict 27, 2020, T-46:37 AM
Tuesday Backup Compieted Oct 27, 2020, 5:0353 AM Oct 27, 2020, 5:04:29 AM
3 | MondayBackup
BGP-NSXT-1 Fabric Config - Fabric Intent Completed Oct 2¢ BEP-NSXT

Switch log

SFD acts as a destination for switch logs. Select Switch log to view the switch logs that are organized on a per-switch level.

SmartFabric Director o admin@sfd local

» SFD Notification

Switch Log Events Alerts

> | leatd
3 spinel
3

Click > to view details.
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» SFD Notification L start Oct 26, 2020, B47.01AM  end Oct 27, 2020, B4T01AM O3 =
@ J Switch Log
El
% Hame . v R
& v | leat
leafl dn_al 57 - - XLADF_L1C_EVAL_PRD. e expiry notice. Evaluation license expired. -
1 a valid
@ 16831 2020-10-27T14: Leafl dn_als & (0510) YPIM_PLRGE_DELAY_STOP_TIMER: PIM detected multicast pesr-routing timer stop
eze-10-277 00:08 leafl dn_als (o518} E_DELAY_START_TIMER: #IM detected sulticast pesr-routing tiser start
2020 14913 25548 1 dn_als (o510} wr is elecred as secondary
dn_als VLT imerconnec & batween unit I and 1is wp
dn_als _PEER_ unit 1 is wp
dn_als ¢ (O51@) XIFM_OSTATE_UP: Interface operational state tvlandeoy
dn_als ¢ (0518) XIFM_0S Interface operatisnal state it up ivlanllg
dn_als 9 Interface operat port-channel 1698
dn_ala peer heartbeat link up
dn_als interface operational state is up ;ethernet:
dn_als
dn_als [event], Dell EMC unit 1 is down
[event) ENC
s
[ X1FM_OST “port-channelldea
EMC (0510) XIFM_OSTATE_DN: Interface operationsl down :ethernetl/1/.
leafl 1 EMC (0518) SLADF upiry notice. Ev N license expi
ease install a valid perpet
<1611 2 I7T13:08:07  PSHSE200 108 loafl dn_ala 957 (0518} SLADF AL_PRO_EXP: Evaluation license time expiry natice. n license expired, Pl
ease install a valid perpetual license.
>1 2028-10-27T12:08:07 . 058510+00:00 leafl dn_als 957 (0520) XLADF_LIC_EVAL_PRD_EXP: Evalustion license time expiry notice. Evalustion license expired. Pl
install @ valid perpetual i
»

Events

You can view all SFD events using the Events tab. Events are classified as critical, warning, and info severity levels. Event type,
timestamp, and summary information display.

admin@sfd local
» SFD Notification LAST 1DAY End Oct 27, 2020, 84900 AM =
@
E Events
g information v | EventType v | Severity =
" > ck Network P address 3 {_REAC i EVE
) bie from switch ‘leaf2 e
& > | Octa?.2 Fo:‘:-gﬂ_cf warning
» | Oet2?
@
>
y | oct22,2
» | Oct27.2 Watning
nnected for warning

Click > to view details.
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Timestamp

Event Type v | Severity

1P address : ‘10.18.18.3" is not reachable from switch ‘leaf2’

Alerts

SFD alerts are events with demand attention. Alerts are shown as toast messages and available at the Bell icon. You can take
action on an alert (acknowledge), and also view a list of alerts using the Alerts tab.

Alert display descriptions:

e C(Created at column displays the time when the alert was created
e Updated at column displays the timestamp when the last action was taken
e Status updated by field displays the user who last performed the action

Alerts can also be cleared if the event triggering that alert goes away. In such cases, the Status updated by field displays as SFD
system.

SmartFabric Director

2020, 85234 AM  End Oct2

Created At Updated At i Status Updated By

) 2 AM b A R
@
A s 4047 AM ¥ 50
20, 74750 AM 4947 AM  stdsystem Resohed
AM i G47 AM ad

74746 AM Oct 27, 2020, 7.49.44 AM

By default, the table is filtered to display Open and Acknowledged alerts. The Current status filter can be used to view any
combination of open, acknowledged, or resolved alerts.
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SmartFabric Director

2020, 85234 AM  End Oct 27,2020, 8

» SFD Notification

Alerts

nformatson . Type r Severity . Created At Updated At , Status Updated By

d*

fo

Resoived

Resolved

SmartFabric Director

¥ FD Motification tart o
&
B Alerts
[=
& “
% Telemetry collector disconnected for switch leaf4
& Description Telkemed onnected for
& Type TEL
@ Severity Warning
Created At Oct 27, 2020, 754
+ Events. Total 2 events with the latest updated at Oct 27, 2020, 7.5217 AM
Telemetry collector nected for switch leafs . - oct 27, 2829, 7:52:17
Telen collector disconnected for switch leafs . - oct 27, 2028, 7:
» Status Resalved by sfd-system at Oct 27, 2020, 75217 AM

Alert detail includes a list of events that lead to the alert and status which display details on updates and the status of the alert.
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» SFD Notification

=

o

Telemetry collector disconnected for switch leaf:

AM Resolved

Description disconnected for

Type

Severity Warning

Created At Oct 27, 2020, 7:50:3
» Ewents Total 2 events with the latest updated at Oct 27, 2020, 7:5217 AM
~ Status Rescived by sfd-system at Oct 27, 2020, 75217 AM

Bulk actions are available such as acknowledge an open alert, reopen, or resolve an acknowledged alert by selecting more than

one alert.

DELLEMC

SFD Notifications

&
Job Activities Switch Log Ewvents Alerts
[
- +* ACKNOWLEDGE
£
information
T
B o Switch tb-Spinel is not reachable,
Y
. % Switch th-Leat2 is not reachable.
o
3 Switch tb-Leafs’ is not reachable.
% Switch ‘th-Leatd’ is not reachable.
B »  Switch 'tb-Spined is not reachable,
B »  Switch tb-LealO' is not reachable.
B o Swichtb-Leald is not reachable.
#  Switch 'tb-Leafl’ is not reachable.

w

SFD service-tag file Is not uploaded,

Type ¥  Severity T Createdat T
SWITCH_UNREACHABLE_ALERT Wamnirg Mar_ 5, 2020 3:24:15PM
SWITCH_UNREACHABLE_ALERT Warning Mar. 5, 2020 3:18.28AM
SWITCH_UNREACHABLE_ALERT Warming Mar. 5, 2020 3:18:20AM
SWITCH_UNREACHABLE_ALERT waming Mar. 4, 2020 8:34:15PM
SWITCH_UNREACHABLE_ALERT Waming Mar_ 4, 2020 8:34:11PM
SWITCH_UNREACHABLE_ALERT Warning Mar. 4, 2020 8:34:11FM
SWITCH_UNREACHABLE_ALERT Waming Mar. 4, 2020 8:34:11PM
SWITCH_UNREACHABLE_ALERT Waming Mar, 4, 2020 8:34:11PM
SERVICE_TAG_MNOT_UPLOADED.. Warming Mar_ &4, 2020 N:56:00PM

Click Acknowledge to confirm the action when selecting more than one alert.

SmartFabric Director

LAST 1 DAY ~ | Start Mar, 4, 2020 3:24:15PM

Updated at T

.5, 2020 3:2415PM

5, 2020 318:28AM

ar. 5, 2020 3:18:20AM

.5, 2020 10:34.20AM

.4, 2020 9:34:24AM

4, 2020 8:34101PM

.4, 2020 8:34:11PM

4, 2020 8:34:11PM

.4, 2020 N:56:00PM

End Mar, 5, 2020 3:24.15PM o

Status Updated By
SFD-system
SFD-system
SFD-system
admin@sfd local
adming#sidlocal
admin@sfd local
adming@sidlocal
admin@sfd local

SFD-system

e

Current Status T
Open
Open
Cpen

Open

Open
Open
Open

Open
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Acknowledge Alerts

Are you sure you want to acknowledge 5 | Waming | alerts?

Infarmation Type T | Severity Croated at T

Switch “tb-Spinel’ is not reachable, SWITCH_UNREACHABLE_ALERT Warning Mar. 5§, 2020 3:24:11AM
Switch "tb-Leaf2" is not reachable. SWITCH_UNREACHABLE_ALERT Warning Mar. 5, 2020 318:28AM
Switch ‘tb-Leafs’ is not reachable, SWITCH_UNREACHABLE_ALERT Warning Mar. 5, 2020 3:18:28AM

Switch “tb-Leaf0" is not reachable. SWITCH_UNREACHABLE_ALERT Warning Mar. 4, 2020 B:34:11AM

Switch “tb-Leald’ is not reachable, SWITCH_UNREACHABLE_ALERT warning Mar. 4, 2020 8:34:11AM

[

CONE VAT S
CANCEL ACKNOWLEDGE

Click Resolve to confirm the action when selecting more than one alert.

Resolve Alerts
N Resolved alerts ca
Are you sure you want to resolve 5 | Warning | alerts?

Information T Type hd Severity Created at T

Switch “th-Spinel’ is not reachable,

Switch “tb-Leaf2" is not reachable,
Switch “tb-Leafs’ Is not reachable,
Switch “th-Leafd’ is not reachable.

Switch tb-Leaf3" is not reachable,

SWITCH_UNREACHABLE_ALERT
SWITCH_UNREACHABLE_ALERT
SWITCH_UNREACHABLE_ALERT
SWITCH_UNREACHABLE_ALERT

SWITCH_UNREACHABLE_ALERT

Warning

Warning

Warning

Warning

Warning

Mar. 5, 2020 3:24:11AM

318:284M

2020 318:28AM

. 2020 8:34:11AM

. 2020 B:34:11AM

CANCEL RESOLVE
]

@l NOTE: Resolving an alert disables any additional actions such as reopen.

You can also acknowledge or resolve an individual alert.
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SmartFabric Director Il adminasfd.local

Mar, 4, 2020 3:24:15PM 1 Mar, 5, 2020 3:24:15PM

i SFD Motifications [Last1oav 5

Job Activities Switch Log Events Alerts

% ] Infarmation T : R _
= Switch ‘tb-Spinel’ is not reachable. b
a5 a Switch “tb-Spinel” is not reachable,
s iption witch * ot raachABie
ol ¥ Switch 'th-Leaf2" is not reachable. Descriptio Switch 'tb-Sg 1" is not reachable
Type SWITCH_UNREACHABLE_ALERT
¥ Switch 'tb-Leals’ is not reachable,
Severity Warriing
[J %  Switch tb-Leafd" is not reachable.
. Created at Mar. 5, 2020 3:24:15PM
W Switch ‘tb-Spine’ is not reachable,
» Events Total 2 events with the latest updated at Mar. 5, 2020 3:20:01PM
] Switch 'th-LeafQ’ is not reachabie.
~ Status Acknowledged by admin@sfd.local at Mar. 5, 2020 3:20:12PM

i Switch ‘tb-Leal?" is not reachable

[ %  Switch ‘tb-Leaft' is not reachable. Mar. 5, 2020 3:20:12PM @ Acknowledged

¢ tetd local
¥ SFD service-tag file is not uploaded, |

Yy
Mar, 5, 2020 3:20:09PM (| Opened

REOPEN  RESOLVE

Select the action and click Reopen or Resolve.

Resolve Alert

N Resotved alerts cannat be reapened

Are you sure you want to resolve the alert from Mar. 5, 2020 3:241AM?

Infarmation Switch “tb-Leafd’ is not reachable,
Events 2

Type SWITCH_UNREACHABLE_ALERT
Severity Waming

Created at Mar. 4, 2020 &

Updated at Mar. 5, 2020 10:34:20AM

Status Updated By admin@sfd local

Current Status Acknowledged

—
1

| CANCEL | RE
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Backup and restore

Proper backup of SFD is crucial to restore the system to its working state in the event of failure. This feature ensures that all
configuration data is backed up. We recommend regular backups — backup frequency and schedule depend on your business
needs and operational requirements.

At a bare minimum, it is recommended to take backups after any successful deployment, prior to any software upgrades, and
after any major Day 2 change.

The backup preserves wiring diagrams, fabric intents, system and user settings and optionally events, syslogs, and telemetry and
monitoring data The recommendation is to store backup copies on a separate server than the one where SFD is running. SFD
supports FTP and secure FTP (sFTP) to transfer the backup .tar file to the backup server.

In the unlikely event that an SFD instance is corrupted and a new SFD OVA (of the same SFD Image version) is to be launched,
the operator can spare the trouble of reimporting the fabric and reconfiguring the fabric Intent by restoring to a previously
known state from backed up data.

NOTE: The intention of backup and restore is to restore previously backed up data within the same version of SFD, and not
across SFD versions. The upgrade feature must be used to upgrade SFD to a higher version.

Topics:

SFD backup
SFD restore
Backup and restore CLls

SFD backup

Prior to SFD 2.0, backup and restore could be done using SFD CLI. SFD 2.0 adds user interface support for backup and restore.
Create a new backup job

1. Select Settings and Administration > Backup & Restore.

2. Click New Job, specify a job name and the backup location where SFD uploads the backup .tar file, which optional data to
backup, then click Next.
@ NOTE: Events and logs, and monitoring data is optional. Select these check boxes if you would like to include this

information in your backup.
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Schedule Backup Customize Backup

1 Customize Backup

Job Name (3)

Backup Location

Backup Data

Description (optional)

SFED supports FTP or secure file transfer protocol (SFTP). By default, the configuration (wiring diagrams, fabric intent, user

management) is in the backup file. You can choose to add Events and Logs to be in the backup file. You can also choose to
include Monitoring data including switch syslogs in the backup datafile.

3. Specify if the backup should repeat, when to end, then click Next.

Schedule Backup Schedule Time

1 Custornize Backup
Start at
2 Schedule Time
Repeat

Recurrence End

SFD allows regularly scheduled backups or a nonrecurring backup job. For a one time or nonrecurring job, select Does not
repeat. SFD supports backup recurring hourly, daily, or monthly. If Hourly is selected, then a backup job is run every hour
starting from the day and time selected. For Daily, a job is scheduled every day at the time specified.

4. Review the information, then click Schedule.
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Schedule Backup Summary of TuesdayBackup Job

Recurrence
Lecation

Backup Data

Here is an example for a TuesdayBackup job. This job repeats daily for 52 weeks.

Schedule Backup Summary of TuesdayBackup Job

Location
Backup Data

Description

Both scheduled backup jobs display.
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SmartFabric Director 2\ admin@sid local

» Settings and Administration

Backup & Restore
Backup Jobs Backup Locations 15 1100.67.120 28/ s dBackup
+ NEW JOB

Job Hame r | Description Status v | Location Recurnnte r | Updated By v | Last Updabed

)

5. Continue adding backup jobs, or you can click on the three dots of any scheduled backup, then select Edit, Remove, or
View.

SmartFabric Director 2\ admin@sid local

» Settings and Administration

Backup & Restore

Backup Jobs Backup Locations

+ NEW JOB

Description Status v | Location Recurnnte r | Updated By v | Last Updabed

)

6. The backup job scheduled, and the backup location are available to view. SFD activities show the progress of the backup.
The name of the backup .tar file that is saved on the backup server is generated by SFD and is based on the job name.
Select View to display the details.

@l NOTE: It is recommended to not rename the backup file on the destination backup server.
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Backup & Restore

sae SFD Version Baciup Joo

l Backup History

Remove backup job

Removing a backup job cancels any future running of the job. The backup job history is preserved, and any backup files that are
generated by the previous execution of the job would have been saved on the destination backup server, as SFD does not alter
backup jobs.

1. Select a backup job, click on the three dots, then select Remove.
2. Click Remove to confirm removal of the backup job.

Remove Backup Job

View backup job

1. Select a backup job, click on the three dots, then select View.
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2. Click OK to close the window.

View TuesdayBackup

SFD restore

In the rare instance that the SFD instance is corrupted, you can install a fresh instance and restore it from a previously backed
up instance.

@ NOTE: Restore of backup data between dissimilar SFD versions is not supported due to potential data model changes
across SFD versions. SFD upgrade must be used to upgrade SFD to preserve data across SFD versions and data model
reconciliation. SFD restore should not be used for upgrading SFD.

Restore backup job

1. Select Settings and Administration > Backup & Restore > Restore, then click Initiate restore.
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SmartFabric Director

» Settings and Administration

Backup & Restore

Restore Restore Q

Restore SFD from a v2.0.0 backup

Restore Summary

g N
p— 7
Validate Backup Ready to Restore

INITIATE RESTORE

2. Specify the file location and the credentials that are required to retrieve the backup file, then click Next.

Initiate Restore Retrieve Backups

1 Retrieve Backups

File Location

Usermame

Password

SFED uses this information to obtain a list of backup files from the specified location. The first step in restoring is to direct

SFD to retrieve the backup .tar file to restore from. SFD fetches up to 10 backup files and sorts them based on the
timestamp.

3. Select a file to initiate a restore, then click Initiate.
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Initiate Restore Select a Backup

Bachup Fie Bachup Tme

mondaybackup_chg_ 15 TEI48600 tar A 20, 2020 0110.000M

mondaybackup_cfg 1STEI4BE00 1 798 MB Ausg W4, 2020 OVI000PM
mondsybackup_clg_1STEME8E00 1 708 MB Aup 08, 2020 0110.000M
mondaybeckup_clg TSTEMMSA00 tar 708 MB Ausg 02, 2020 010:00PM
mondaybackup_cfg_1STE348600 1ar 798 MB July 36, 2020 010 00PM
mondaybackup_cfg 1STEI4EE001ar 798 MB Juty 30, 2020 0LM-00PM
s IDackup_clg_ 1578348600 tar 798 MB Juty 15, 2020 010 00PM

S0 Coatkup_cho_ 1578148600 tar 798 MD July 09, 2020 010:000M

goldenbaciup_cig_15TEIMBL00 tar 198 MA Juty 03, 2020 010000

When a file is selected, details about the contents display. This information is decoded by SFD from the backup filename.
SFD downloads the selected backup file and starts the validation process. The progress of the initiate restore displays.

ic Director asdminastd

Settings and Administration

7 MANIGEment System Settings Sorvice INtearati Backup & Restore

Restore q = N

Restore Summary

A\ r

N A O

intiate Reitore Vakdate Backup Ready to Restore

If the validation fails, the failure displays in the restore summary. The SFD restore is canceled, and a notification displays.
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Director

Settings and Administration

& MANAgHment System Setting Toevic e Integr atar Bachoup & Restore

(—

Restore

Restore Summary

® O

Indiate Restore Valcate Backup Ready 10 Restire

INITIATE RESTORE

On successful validation, SFD is ready to be restored. During restoration, access to SFD is lost and the browser session
shuts down and restarts.

Director

Settings and Administration

& MANIGEmEnt System Setting Sernice Inegrator Backup & Redtore

(—

Restore

Restore Summary

£ N

"/ -/ @

Intiste Rettore Valciate Baciup Beady 1o Reslore

When SFD has shut down the browser session, this example shows the lost connection.
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B

This site can't be reached
https://10.196.207.69 refuse to connect
Search Google for https./10.196.207.69

ERR_CONMNECTION REFUSED

4. Reconnect to SFD, enter your SFD credentials, then click Log in. The login screen shows that SFD was successfully
restored.

Welcome to

Dell EMC

SmartFabric Director®
v200

Sign in 'with your emal sddress

samingaid locs

[rrrrr—— o

@ 5D s restored successtuly

B. Click Check system settings and verify that the fabric intent is correctly configured on the switches, and the fabric is
operating correctly.
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SFD Restored Successfully

@ NOTE: Any SFD intent changes, events, alerts, switch telemetry, and syslogs that happened after the time it was
backed up in the file that is used for restoration will be overwritten by the restore process.

Backup and restore CLIs

Use these commands to backup and restore data using the command-line interface (CLI) within the SFD application. See Using
the CLI for complete information.

backup instance list

Lists all backup instances.

Command backup instance list
Options None
Usage None
Example c#4i backip dnetance st
RBackup Instance Status Size | 90 Version | Backup Job Content I Locatton | Bachup Scheduled Tine(WrC) | Backup G
| | SEvents and Legs | |

| | | Ronitering Sata | |

Releases 2.0 or later
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backup job delete

Selects one backup job then deletes the job.

Command backup job delete

Options None

Usage None

Example sfd> backup job delete
l#] Job Name | Status | Location | Recurrence | Content | Created By | Created At{UTC) |
| 1 | wWednesdayBackup | Expired | ftp://18.196.207.12:21/sfdBackup | Never | cConfigurations | root | 2020-06-24 18:55:01 |
[ | ] | | Events and Logs | | ]
| . | I | | Monitoring Data | | I
R g joazaiz: S R S SR e PR PR e e s +

Please enter backup job nusber: 1
Backup job configuration status: BACKUP_J0B_CPERATION_SUCCESS

Successfully delete backup jobl

Releases 2.0 or later

backup job list

Lists all backup jobs.

Command backup job list
Options None
Usage None
Example sfd> backup job list
| # | Job Hame | Status | Location | Recurrence | Content | Created By | Created At(UTC) |
| 1] dob2z | Active | ftp://10.196.287.12:21/sfdBackup | Never | Configurations | root | 2020-06-24 19:09:50 |
[ | I I | Events and Logs | 1 |
(I | I I | Monitoring Data | | |
| 2] dobl | Active | ftp://18.196.207.12:21/sfdBackup | Never | configurations | root | 2020-86-24 19:09:38 |
[ | I I | Events and Logs | | |
| | I I | Monitering Data | ] |
Releases 2.0 or later
backup job schedule
Schedules a one-time backup job.
Command backup job schedule [-h] --name NAME [--time TIME] [--content
{config,config and events,config and monitoring,all}] [--description
DESCRIPTION]
Options e ——name — Backup job name
® -—-time[OPTIONAL] — Backup time in UTC; current time by default
e --content[OPTIONAL] — Backup content; configuration data by default
e -description[OPTIONAL] — Backup location description
Usage None
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Example sfd> backup job schedule --name WednesdayBackup --content all --description test

B T L T #emmenmman femssmsssssse e femmemmanaa demmmemmanen T +
| # | IP Address/FQDN | User | Backup Directory | Protocol | Created By | Created At{UTC) |
L e L LT femmmmm——— Fmmmmmmmem s e gmmmmmmm e $rmmemsesses s +
| 1] 10.196.207.12:21 | ftpuser |  /sfdBackup | FTP |  root | 2020-06-24 18:51:23 |
dmmmdmmmme e mee————- $mmmmm———- Ammmmmmmme e —————- $mmmmmmmn Fmmm - 4mmmmmmmme e ———— +

Please enter number of backup location that you want to store backup data: 1

Backup job scheduling status: BACKUP_JOB_OPERATION_SUCCESS

Releases 2.0 or later

backup location add

Adds a backup location.

Command backup location add [-h] --host HOST [--port PORT] --user USER --password
PWD --backupdir PATH --protocol {ftp,sftp} [--description DESCRIPTION]

Options

e -—-host — Host of backup location such as 10.196.207.12
® —-port[OPTIONAL] — Port of host
e --user — Username of remote backup server
e --password — Password of remote backup server
e -—-backupdir — Backup directory to store backup file such as /sfdBackup
e --protocol — ftp or sftp server
e --description[OPTIONAL] — Backup location description
Usage None
Example sfd> backup location add --host 10.196.207.12 --port 21 --user ftpuser --password veware --backupdir sfdBackup --protocol ftp
Backup location configuration status: BACKUP_LOCATION_OPERATION_SUCCESS
Releases 2.0 or later

backup location delete

Selects a backup location then deletes the location.

Command backup location delete
Options None
Usage A backup location cannot be deleted if it is currently used by a backup job.
Example sfd> backup location delete
TR e e O e P PSR Lo b el et L ISR R e e +
| # | IP Address/FQDN | User | Backup Directory | Protocol | Created By | Created At{UTC) |
B T R Frmmmmmmm—— #mmmmmmmem e Hrmmmmmm— Hrmmmmmm #remmmemseme - +
| 1| 10.196.207.12:21 | ftpuser | /sfdBackup | FTP | root | 2020-06-24 18:47:18 |
D LT SHEEN eSS g NS e AP R — N ST +

Please enter backup location number: 1
Backup location configuration status: BACKUP_LOCATION_OPERATION_SUCCESS

Successfully delete backup location!

Releases 2.0 or later

backup location list

Lists all backup locations.

Command backup location list

Options None
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Usage None

Example sfd> backup location list
FIR - R — I —— HE—— FA— FA—— A —— +
| # | IP Address/FQDN | User | Backup Directory | Protocol | Created By | Created At{UTC) |
T T I e
| 1| 10.196.207.12:21 | ftpuser |  /sfdBackup | FTP | root | 2020-86-24 18:47:18 |
Hrmmdmmmmmemememaeaaaae Hemmmmmeae #emmmmmeemmmameeaae #mmmmmmeane Hrmmmmmmma T +
Releases 2.0 or later

backup restore initiate

Restores SFD to the state saved in the specified backup .tar bundle.

Command backup restore initiate [-h] --filepath <BACKUP_TAR PATH> --username <USER> --passt
<PWD>
Options e -filepath — URL of the backup file on a remote FTP/SFTP server such as ftp://10.0.0.1:21/sfdbac

file.tar
e -—-username — Username to the remote backup server
--password — Password to the remote backup server

Usage None
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Example sfdy backup restore initinte --fllepath #tp://10,196.287.12/public/Fittest (backupjobforfittest ce 23-86-2020_16-20-17.tar --ulérnime
=-password vmsare
Retrieving backup ¥ile info
Retrieved Backup File Attributes

L

| Name value |
i i e s e e Sl R —— +
| File Name | backupjobforfittest_ce_23-06-2020 16-23-17.tar |
| File Size | 7 ME |
| File Modified Timestamp | 2020-96-23 16:29:00 |

o i 0 O e s e e
Initiate restore request

Initiate restore status: RESTORE_INITIATED

Current restore state: DOWNLOAD _BACKUP_FILE_IM_PROGRESS

Current restore state: VALIDATE_BACKUP_FILE_SUCCESS

Backup File Metadata

drassmsssssssnsafa

| Hame | Value |
$rcssssssssn s desssssssssssananan *
| File Size | 7 M |

| SFD Version | 1.1.1.1234567598 |
| Content Types | Configurations |

| | Events and Logs |
$rasssssssnas s sssssssassnranenes +*

SFD Restore is godng to start In 38 seconds. SFD UI sesslion will shutdown durlng restore.

2020-86-23 17:11:35,698 [INFO ][main:init_restore] « recssccoccncncargstore SUCCESS|emremssnssnnnanna

2020-86-23 17:11:35,698 [INFO |[maln:init_restore] - SFD UL £s up and ready to use

Releases 2.0 or later

backup restore resuit

Displays details of the last restore result.

Command backup restore result

Options None

Usage None

Example sfd> backup restore result
Restore Result Info
B e T e T +
| Name | value |
B e e P e e TP +
| Restore Start Time | 2020-86-23 17:05:34 |
| Restored Contents | Configurations |
| | Events and Logs |
| Restored Version | 1.1.1.1234567890 |
| Restore Completed Time | 2020-06-23 17:06:54 |
B et T Hmm e +
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Releases 2.0 or later
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Upgrade SFD

Prior to upgrading SFD, see Download SFD image to download the upgrade bundle from DDL to a server which is reachable from
SFD. You can use either the user interface or the CLI to upgrade SFD (see Upgrade CLIs).

@ NOTE: It is recommended that you backup the current SFD before starting an upgrade. Verify that there are no pending
tasks in progress, such as backup. If you do have pending tasks, complete those tasks before starting an upgrade.

SFD upgrade
1. Go to Settings and Administration > Upgrade, then click Select.

SmartFabric Director

Settings and Administration

Uer Managerment System Settings Corvice Integratar Backup & Reiton [
Upgrade SFD to Available Versions -
sy E
0.0 ¥ find &
0 3 Ihe
Lawt Upeyr sde
Upgrade Summary

® O

Select Upgr ade Bundle Pre-upgr sde Checs Ready to Upgrade

O

2. Enter the upgrade bundle filename including server IP address, server credentials for SFD to access the upgrade bundle,
then click Select.
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Select Upgrade Bundie

sfpUN0 111 22/40a2 1 Oupgr sdebundie tar

aaman@afd com

CANCEL SELECT

SFED supports FTP and Secure File Transfer Protocol to download the upgrade bundle. The upgrade bundle progress displays.
Click Cancel to cancel the download and exit the upgrade process.

SmartFabric Director

Settings and Administration

o MANIGEmEnt System Setting Service Integration Backun & Restors Upgrace

Upgrade SFD to Available Versions

1 2.0.0. ¥

Lant Ugegr ace

Upgrade Summary
C O O
Ay
Select Upgrade Bundie Pre-upgr s - Ready 10 Upgrade

CANCEL

Once the upgrade bundle has downloaded, upgrade bundle information displays. SFD then performs the preupgrade check
while the progress displays.
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SmartFabric Director

Settings and Administration

Ve MARAGETERT System Settings Service Inteqgratior

Upgrade SFD to Available Versions
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Upgrade Summary
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JpOr ade Chec

O

Ready to

Upgrade

The preupgrade check includes verifying that the server hosting SFD has the required number of CPUs, memory, and disk
space. The SFD upgrade matrix check verifies that SFD can migrate data from the current SFD version to the upgraded

version.

Each SFD bundle comes with a manifest file that checks if the switches are running supported models and operating system
versions. This check verifies against using older switch model or operating system versions which are not supported. SFD
also checks system health to ensure that all services are operational.

If there are any failures, the upgrade will not be allowed. You can then take corrective actions to retry the preupgrade

checks.

@l NOTE: An upgrade from SFD 1.2.0 to 2.0.0 is allowed, but an upgrade from SFD 1.1.0 to 2.0.0 is not allowed.

3. Click Start upgrade.
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SmartFabric Director

Settings and Administration

3 b Backun & Restors Upgrace

Upgrade SFD to Available Versions

0.0
Lawt Upeyr sde
Upgrade Summary
7\ X O
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Select Upgr ade Bundle Pre-upgr ade Checs

Ready to Upgrade

START UPGRADE CANCEL

4. Click OK or close the window to cancel the upgrade.

View Pre-upgrade Check Result

Minimum Numbser of CPU regured n 8
Dvii Space regured i1 Y68

Mindmum Memory reguined 68
Minimum SFD Verson regured s 200

System Hea®™h regured i GOOD

Compatbie SwecrDS Support Matri i fegueed

NOTE: Once the upgrade is initiated, SFD will not allow changes to the fabric including configuration or intent changes.
Multiple upgrades should not be initiated simultaneously.
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5. Click Start upgrade to begin the upgrade process.

SmartFabric Director

Settings and Administration

ot WA System Settings Service Integration Backup & Rettor Upgrace

Upgrade SFD to Available Versions

8 2.0.0. ¥

Lant Ugegr ace

N\ rd - \‘
(‘_// NS @

Select Upgr ade Bundle Pre-upgr ade Checi Ready 1o Upgrade

START UPGRADE CANCEL

Once the upgrade process starts, the SFD will not be available for operations. Click Cancel to cancel the upgrade.

SmartFabric Director

Settings and Administration

Upgrade SFD to Available Versions ) /j\
g > s
[ et SFD version is 2.0.0. ¥ a1 Findd drvadabie UEr S0E Vs

Lant Ugegr ace

Upgrade Summary

)\ 7\ {

N\ N\ {

Lelect Upgrade Bundle Pre-upgrade Check Ready to Upgrade

Once the upgrade starts, the progress is shown.

124 Upgrade SFD



-

Upgrading SFD...

will be prompted to login once upgrade is complete

Updates display as the upgrade process progresses.

Upgrading SFD...

Il be prompted to login once uf
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The current SFD version stops the services, uninstalls the current version, installs the new version, verifies the installation,

copies the data, starts the new version, and starts the data migration. Once the data is migrated successfully, the SFD
upgrade is complete, and SFD is ready for login.

Log in to the new version of SFD with your user credentials, then click Log in. A message displays showing that the SFD
upgrade has been successful.

Welcome to

Dell EMC

SmartFabric Director®
v210

Sign in 'with your emal sddress

samingaid locs

[rrrrr—— o

@ SFD s upgraded 1o 210 successtuly

@l NOTE: The upgrade success message is only shown on the first new login to the upgraded SFD instance.
7. Click OK or close the window to go to the SFD dashboard.
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SFD Upgraded Successfully

to 200 at

SFD reestablishes gNMI sessions with the switches and starts the discovery process. The dashboard updates accordingly.

During the brief time that SFD is being upgraded, any telemetry streamed by or syslogs that are sent by switches will not be
recorded by SFD.

If a switch rebooted during the time SFD is being upgraded and is operational before the SFD upgrade is complete, SFD
cannot detect the reboot of the switch and configuration replay will not happen. The switch may not have the configuration
based on the fabric intent.

@l NOTE: We recommend that the operator verify the fabric for correct operation after an SFD upgrade.

The upgrade page shows the last successful upgrade summary.
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SmartFabric Director

Settings and Administration
Uer ARGt System Settings Service Inlegrator Bachoup & Beston Upagr poe
Upgrade SFD to Available Versions e w
\"“«._ -
Current SFD wersion s 2 Yo Can Ting Avalable UDOra0E varLOng and

Lant Ugegr sce Suxconatud

e 3 ans
Upgrade Summary
Select Upgrade Bundle Pre-upgrade Check Ready to Upgrade

Topics:

Upgrade CLls

Upgrade CLls

Use these commands to upgrade SFD using the command-line interface (CLI).

upgrade info

Displays the latest upgrade information and status.

Command upgrade info
Options None
Usage None
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Example

sfd> upgrade info
Upgrade Result

e ——————— o ——————————————— +
| Name | Value |
e ———————— e e e —————— +
| Upgrade File Name | 2.1.0.1598423656.tar |
| Upgrade File Size | 1516 MB |
| Upgrade From Version | 2.0.0 |
| Upgrade To Version | 2.1.0 |
| Upgrade Status | PRE_CHECK_SUCCESS |
| Pre Check At (UTC) | 2020-85-26 11:26:05 |
o B +
Pre-check report
T e
| Pre—check report |
o o ————————— o ————— +
| Upgrade Reguirement | Check Result | Message |
A Fm Fm +
| Minimum number of CPU | PASSED | |
| required 4 | | |

#| Minimum free disk space | PASSED | |
| required 1GB | | I
| Minimum memory required 8GB | PASSED | |
| Minimum SFD version required | PASSED | |
| [1.1.1.123456789] | | |
| System Health required GOOD | PASSED | |
| Compatible Switch0S Support | PASSED | |
| Matrix is required | | |
e e e e e e e ————— e e e S T ——— -

Releases 2.0 or later

upgrade initiate

Starts an upgrade.

Command upgrade initiate
Options None

Usage None

Example

sfd> upgrade initiate

Releases 2.0 or later

upgrade upload local

Uploads a local upgrade bundle.

Command upgrade upload local --path FILEPATH
Options None
Usage To test an upgrade bundle, place one upgrade .tar inside a VM.
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Example

Releases 2

sfd> upgrade upload local --filepath /home/admin@sfd.local/2.1.8.1598423656.tar
Pre processing upgrade bundle status: SUCCESS
Status: FILE_VALIDATION_IN_PROGRESS

Status: FILE_VALIDATION_IN_PROGRESS

Status: PRE_CHECK_IN_PROGRESS

Status: PRE_CHECK_IN_PROGRESS

Status: PRE_CHECK_IN_PROGRESS

Status: PRE_CHECK_IN_PROGRESS

Status: PRE_CHECK_IN_PROGRESS

Status: PRE_CHECK_IN_PROGRESS

Status: PRE_CHECK_IN_PROGRESS

Status: PRE_CHECK_SUCCESS

Upgrade Result

e e e e +
| Upgrade Result |
A e e B T +
| Name | Value |
e e R e R
| Upgrade File MName | 2.1.8.1598423656.tar |
| Upgrade File Size | 1516 MB |
| Upgrade From Version | 2.0.0 |
| Upgrade To Version | 2.1.0 |
| Upgrade Status | PRE_CHECK_SUCCESS |
| Pre Check At (UTC) | 2020-08-26 11:26:85 |
B T B e e e +
Pre-check report

e

| Pre-check report |
T T P ————— o ———————— +

| Upgrade Requirement | Check Result | Message |

A o e e e o e o +

| Minimum number of CPU | PASSED | |

| required 4 | | |

| Minimum free disk space | PASSED | |

| required 1GB | | |

| Minimum memory required 8GB | PASSED | |

| Minimum SFD wversion required | PASSED | |

| [1.1.1.123456789] | | |

| System Health required GOOD | PASSED | |

| Compatible Switch0S Support | PASSED | |

| Matrix is required | | |
e e e

.0 or later

upgrade upload remote

Uploads a remote upgrade bundle.

upgrade upload remote --filepath PATH --username USER --password PWD

--filepath — URL of the backup file on a remote FTP/sFTP server such as ftp://
10.0.0.1:21/2.0.0.1234567890.tar

--username — Username of the remote server
--password — Password of the remote server

The file path must end with a file name, and not a directory.

Command
Options °
Usage
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Example

Releases

sfd> upgrade upload remote --filepath ftp://10.196.207.12:21/2.0.98.1234567890.tar --username ftpuser --password vmware

Pre processing upgrade bundle status: SUCCESS
Current status state: FILE_DOWNLOADING
Current status state: FILE_DOWNLOADING
Current status state: FILE_DOWNLOADING
Current status state: FILE_DOWNLOADING
Current status state: PRE_CHECK_IN_PROGRESS
Current status state: PRE_CHECK_FAILED

Error message: UNTAR_UPGRADE_FILE_FAILED
Error: Pre check upgrade bundle failed

Upgrade Result

o 4 e 5 B e

| Name | Value |
B D e e T S
| Upgrade File Name | 1594161748765_2.9.8.1234567899. tar |
| Upgrade File Size | 1381 MB |
| Upgrade From Version | 1-1.% |
| Upgrade To Version | 2.0.0 |
| Upgrade Status | PRE_CHECK_FAILED |
R e L e e L R e L L e e e e e e e R e L LR LR LSS TR LS 2
2.0 or later
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Switch lifecycle management

This information explains switch lifecycle management. Each switch in the data center fabric must have the same software
image. You can upgrade or downgrade the switch image software using SmartFabric Director. To ensure that unsupported
models and images are not deployed in the fabric, a new feature called SwitchOS support matrix has been introduced.

Provide a file server (SFTP, FTP, SCP, TFTP, or HTTP) that is accessible through the Management port of switches, and
reachable from SmartFabric Director. Download one or more relevant switch software images and manifest file to these servers.

Topics:
Define switch groups
Create switch update job

Schedule switch update job
SwitchOS support matrix

Define switch groups

This information describes how to create, edit, and delete switch groups to define an update job. To update a switch image, you
must define an update switch lifecycle management job.

You can group switches into a switch group — SFD creates four default switch groups which are autopopulated based on the
active fabric wiring diagram.

@ NOTE: Default switch groups cannot be edited or deleted. These switch groups are automatically created to enable users
to upgrade all switches in the predefined switch groups without severely impacting availability of the fabric.

1. Select Life Cycle Management > Switch Groups > New Switch Group to define a new switch group.

SmartFabric Director

» Life Cycle Management @ Oct 26, 2020, 10:03:38 AM

Switch Groups

T
2

Last Updated

2. Enter the name for the new switch group, select the switches to add to the switch group from the active wiring diagram,
enter an optional description, then click Create.
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MNew Switch Group

Member Switch{es) . ety .. gL

Description (optional)

You are now ready to define a switch lifecycle job to create an update job.

Create switch update job

This information describes how to create a switch update job. As part of the update job creation, you can select a switch group
from the list of available switch groups.

1. Select Life Cycle Management > Switch Groups > Create Update Job.

DEALEMC SmartFabric Director

B Life Cycle Management @ Oct 27,2020, 71327

Switch Groups

K + NEW SWITCH GROUP CREATE COPY I cagate vPpatE JOB

Kame Description Member Switches Last Updated
B LleatGow! Leaf-Group @) @) Oct 26, 2020, 30412 AM
@ Oct 26, 2020, F0413 AM
@ Oct 26, 2020, 30413 AM

2. Enter the job name, select the switch group, enter an optional description, then click Next.
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Create Update Job Select Switch Group

1 Select Switch Group
Job Mame

Switch Group

Description {optional)

3. Specify an OS10 image including the file extension (.bin). Verify the specified image name matches the name of the image

file on the remote server, then click Next. All switches in a switch group are updated to the specified image when the
Update job is run.

Create Update Job Select Image

Image Server

Base Directory

Extended File Path
{optional)

05 Image Version Q5 v10.5.2.0 (latest)

05 Image PKGS_O510_Enterprise_10,5.2.0.242stretch_inst

The content of the OS image version drop-down is populated from the SwitchOS image support matrix.

4. Review the image update information, then click Submit for approval. You can also click Save for later or Back to return
to the previous screen.
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Create Update Job Submit for Approval

L AL ATt

The status of the update job displays.

SmartFabric Director

# Life Cycle Management

Update Jobs

roup Desired 05 Status Updated By Last Updated

Job Name Description Swit

Schedule switch update job

This information describes how to schedule an update job. You can schedule an approved job for execution now, or select a
future date and time using the calendar.

1. Select Schedule Now.
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SmartFabric Director n admin@sfd local

DEALEMC

# Life Cycle Management

Update Jobs

JoB ACTIONS
moription Desired 05 updated By Last Updated

When the job is run, SFD directs the switches to the Image Server to download the specified image. The switch downloads
the image, installs the new image, and reboots.

2. Click Schedule. You can also select to schedule the job for a future date and time.

Schedule Now

The status of the update job displays.
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| *® Life Cycle Management Oct 27, 2020, 7:35:30 AM

Update Jobs

Job Mama Descrpton Switch Group Desired 05 Status Updated By Last Updated

Select View Activities to display the switch update job activities in the open window, then click OK.
@l NOTE: You can also create a copy of the update job to simplify making changes to an existing job.

Day O Update A Activities

Once the update job finishes, select View to display the update job activities.

SwitchOS support matrix

This new feature allows you to select images specified in the SwitchOS support matrix. If a new SmartFabric OS10 image is
released and the current SFD version is verified with it, you can upload the image to SFD to be available in life cycle
management.

Click on the SwitchOS support matrix to view the compatibility matrix.
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SmartFabric Director

» Settings and Administration

About

ric Director Version
Service Tag (@ ABCOEFC T uPLOAD

SwitchOS Support Matrix () V2.0 £ UPLOAD

2. View the contents, then click OK.

View SwitchOS Support Matrix

3. Select Life cycle management > Switch image info to view the latest available SwitchOS image file available with the
currently installed operating system on each discovered or active switch.

138 Switch lifecycle management



SmartFabric Director admin@sfdlocal

Switch image info

d*

Switch Mame ¥ | Seivice Tag v | Model

v Latest Available 05 . installed 05 r Status r Switch Group(sh .
&
<af2 0 Interface Module 0520 vi0520
&
eald 6822272 DO interface Mo viD520 v
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Using the CLI

This information explains how to access the command-line interface (CLI), and the available commands.

Access the CLI

1. SSH to the IP address configured for SFD.

login-srv-05-user%:~> ssh username@sfd.local@ip address
admin@sfd.local@l10.12.124.125"'s password:
Last login: Mon Oct 17 18:00:59 2019 from 10.12.1.9

2. Enter sfd to access the SmartFabric Director CLI.

admin@sfd.local@SFD-R5:~$ sfd
DellEMC SmartFabric Director CLI
sfd>

Command help

To view a list of available options or arguments, enter -h or --help after any command.

sfd> backup --help
usage: backup [-h] {list,create,delete,restore}

SFD backup operations - create, delete, list, restore

positional arguments:
{list,create,delete, restore}

optional arguments:
-h, --help show this help message and exit

Topics:

log_level
service
support_bundle
system

log_level

Sets the log-level for internal events and debug messages.

Command log level list --service service name all log level set --service
service name --level log level
Options e —-service service name — Lists log-levels for a specific service name

e all — Lists log-levels for all available services
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e --level log level — Sets the specified service to the wanted log-level (error, warn, info,
debug, trace)

Usage Use the all option to list all service levels.

Example

sfd> log_level list --service all

e +
| SERVICE LOG LEVELS |
Bt ittt e TP - +
| Service Name | Log Level |
B e ——— +
| config-builder-service | INFO |
| fabric-orchestrator-service | INFO |
| host-network-service | INFO |
| notification-service | INFO |
| rest-api | INFO |
| switch-manager-service | INFO |
| system-controller-service | INFO |
| topology-service | INFO |
| telemetry-collector-service | INFO |
| telemetry-service | INFO |
B o ———— +
sfd> log_level set --service notification-service --level error
e +
| SET LOG LEVEL OPERATION STATUS |
e e ——— +
| Service Name | Status |
e o +
| notification-service | success |
e e ——— +
Releases 1.1.0 or later
Provides service operations including health and statistics.
Command service [list | health --name service name | stats --name service name |
restart —--name service_name]
Options e 1list — List all internal services
e health — Status of internal services
e stats — Metrics including memory and CPU usage of internal services
e restart — Restarts the specified service
® --name service name — Service name
Usage This command provides information about services, performance, and state which can be used for
monitoring to diagnose possible problems.
Examples

sfd> service list

['"config-builder-service', 'elasticsearch',
'external syslog collector', 'fabric-orchestrator-service',
'host-network-service', 'infra-processors', 'kube-state-metrics',
'nfc.host', 'nats', 'nats-exporter', 'nats-streaming',

'prometheus', 'prometheus-pgw', 'nginx-exporter', 'nginx-gw',

'node exporter', 'notification-service', 'rest-api', 'switchmanager-
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service', 'system-controller-service', 'topologyservice',
'telemetry-collector-service', 'telemetry-service']

sfd> service health ——-name rest-api

Service-Status : RUNNING
Pod-Status : RUNNING

Releases 1.1.0 or later

support_bundle

Creates a support bundle to be used for debugging purposes.

Command support bundle create --name bundle name
Options e create — Creates a support bundle
e --name bundle name — Name of the support bundle
Usage This command takes a snapshot of current internal states including health, debug messages, and logging.

Verify you have enough local storage before running this command as the file size is large.

@ NOTE: Do not attempt any SFD operations while the support bundle is being created. Generating a
support bundle is CPU intensive, could result in momentary CPU spikes, and may impact the
performance of SFD.

Example
sfd> support bundle create --name test
Starting creating support bundle. It will take few minutes to
collect data
Successfully created support bundle test.tar.gz at
/data/nfc_support bundle/ path

Releases 1.1.0 or later

system

Displays the overall software health.

Command system health
Options None
Usage None
Example
o +
| SFD-System-Resource
e Fom e ——— o +
| Name | Value | Unit |
e fom - f—m———— +
| CPU Usage | 14.87 I % |
| Memory - Available | 2540158976 | bytes |
| Memory - Available - % | 30.34 | %
| Available Disk (partition = /) | 86.44 | Gb |
| Available Disk (partition = /) - % | 89.34 | % |
| Network Rate | 146.76 | bps |
e Fom = o +
- +
| SFD-System-Health |
e fmm e — et +
| SFD-Service | Service-Status | Pod-Status |
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| config-builder-service | RUNNING | RUNNING |
| elasticsearch | - | RUNNING |
| external syslog collector | RUNNING | -
| fabric-orchestrator-service | RUNNING | RUNNING
| host-network-service | RUNNING | RUNNING
| infra-processors | - | RUNNING |
| kube-state-metrics | = | RUNNING |
| nfc.host | RUNNING | = |
| nats | - | RUNNING |
| nats-exporter | - | RUNNING |
| nats-streaming | = | RUNNING |
| prometheus | = | RUNNING |
| prometheus-pgw = | RUNNING |
| nginx-exporter | - | RUNNING |
| nginx-gw | = | RUNNING |
| node exporter | RUNNING | = |
| notification-service | RUNNING | RUNNING
| rest-api | RUNNING | FAILED |
| switch-manager-service | RUNNING | RUNNING
| system-controller-service | RUNNING | RUNNING
| topology-service | RUNNING | RUNNING |
| telemetry-collector-service | RUNNING | RUNNING
| telemetry-service | RUNNING | RUNNING
e Rt o — +
o +
| System Overall Health |
o +
| DOWN |
B et ittt +

Releases 1.1.0 or later
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Frequently asked questions

This information contains answers to frequently asked questions about SmartFabric Director.

Configuration

Do | need to configure the Management interface on each switch?
The Management interface must be configured and enabled on each switch in the fabric (see Management interface).

How do | view switch port profile configuration?

0S10# show switch-port-profile 1/1

|  Node/Unit | Current |  Next-boot Default

| 1/1 | profile-2 | profile-2 | profile-1 |

Supported Profiles:
profile-1
profile-2
profile-3
profile-4
profile-5
profile-6

Lifecycle

How do | add a switch group?
See Define switch group for complete information.
Where can | view the status of my image update job?

See Schedule switch lifecycle job for complete information.

Administration

| cannot connect to my image server.

See Specify image servers for complete information.

Maintenance

How can | backup and restore SmartFabric Director?

SmartFabric Director supports back and restore to allow the software to return to a golden configuration at any time. Once the
fabric has been defined, configured, and the behavior is verified the operator can use backup create to backup the SFD data
including the fabric intent. See backup for complete information.
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